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.foreword

The International Conference for the Exchange of Mathematical Ideas is the brainchild
of three founding organizers: Douglas Mupasiri of University of Northern Iowa, Keith
Mellinger of University of Mary Washington, and Hisa Tsutsui of Embry-Riddle Aero-
nautical University. The first conference took place at Embry-Riddle Aeronautical Uni-
versity’s Prescott campus on May 26, 2012. It had an international audience of 21
participants representing diverse mathematical specialties ranging from noncommutative
ring theory to computability theory, cryptography to topology, algebraic number theory
to operator theory.

The ethos of the conference is grounded on recognition of the surprising connections that
arise between distant fields. That by getting together to describe their research to an
audience of nonspecialists, researchers often gain new perspective on their own work,
and find inspiration in the work of others. The EMI is intended to provide a venue for
mathematicians to interact in this way. Indeed, collaborations across disciplines sparked
at the Exchange have resulted in research productivity, including peer-review journal
publications.

Most of all, even though mathematics can be done alone, and often is the product of
individual effort, it gains meaning only when shared. We gather to pay homage to this
communal aspect of mathematics. We dedicate these proceedings to those who have been
with us in the past, and those who will join us in the future. .
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1. Nishinaka
Infinite groups and primitivity

of their group rings

Tsunekazu Nishinaka ∗

Department of Business Administration

Okayama Shoka University

A ring R is (right) primitive provided it has a faithful irreducible (right) R-module. If

non-trivial group G is finite or abelian, then the group algebra KG over a field K cannot be

primitive. If G has non-abelian free subgroups, then KG is often primitive. In the present note,

we focus on a local property which is often satisfied by groups with non-abelian free subgroups:

(∗) For each subset M of G consisting of finite number of elements not equal to 1,
there exist three distinct elements a, b, c in G such that whenever xi ∈ {a, b, c}
and (x−1

1 g1x1) · · · (x−1
m gmxm) = 1 for some gi ∈ M , xi = xi+1 for some i.

We can see that the group algebra KG of a group G over a field K is primitive provided G

has a free subgroup with the same cardinality as G and satisfies (∗). In particular, for every

countably infinite group G satisfying (∗), KG is primitive for any field K. As an application of

this theorem, we can see primitivity of group algebras of many kinds of groups with non-abelian

free subgroups which includes a recent result; the primitivity of group algebras of one relator

groups with torsion.

1 A brief history of the research

Let R be a ring with the identity element. It need not to be commutative. A

ring R is right primitive if and only if there exists a faithful irreducible right R-

module MR, where MR is irreducible provided it has no non-trivial submodules,

and MR is faithful provided the annihilator of M is zero: ann(MR) = {r ∈
R | Mr = 0} = 0. The above definition of primitivity is equivalent to the

following: A ring R is right primitive if and only if there exists a maximal right

ideal ρ which contains no non-trivial ideals of R. A left primitive ring is similarly

defined. In what follows, for right primitive, we simply call it primitive. Speaking

of a group ring, a right primitive group ring is always left primitive. In this section,

we introduce briefly a history of the research to primitivity of group rings.

Since the group ring KG of a non-trivial group G over a field K has always

the augmentation ideal which is non-trivial, it cannot be a simple ring. If G is a

finite group, then KG is a finite dimensional algebra and so it is never primitive

because a finite dimensional algebra is simple provided it is primitive. Moreover,

∗Partially supported by Grants-in-Aid for Scientific Research under grant no. 23540063
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.
if a commutative ring is primitive, then it is a field, and therefore if G ̸= 1 is

abelian, then KG is never primitive. Hence primitivity of KG is appeared only in

the case that G is non-abelian and non-finite. For the longest time no examples

of primitive group rings were known, and it was thought that KG could not be

primitive provided G ̸= 1.

The first example of primitive group rings was offered by Formanek and Snider

[7] in 1972, and in 1973 Formanek [6] gave the primitivity of group rings of well-

known groups; namely the primitivity of group rings of free products.

Theorem 1.1. (Formanek[6]) Let G be a free product of non-trivial groups (

except G = Z2 ∗ Z2); Then KG is primitive for any field K.

In particular, if G is a free group then KG is primitive for any field K. After

that, many examples of primitive group rings were constructed. In 1978, Do-

manov [4], Farkas-Passman [5] and Roseblade [17] gave the complete solution for

primitivity of group rings of polycyclic-by-finite groups.

Theorem 1.2. (Domanov[4], Farkas-Passman[5],Roseblade[17]) Let G be a non-

trivial polycyclic-by-finite group. Then KG is primitive if and only if ∆(G) = 1

and K is non-absolute, where ∆(G) = {g ∈ G | [G : CG(g)] < ∞} and K is

absolute if it is algebraic over a finite field.

Polycyclic-by-finite groups are belong to the class of noetherian groups, and it

is not easy to find a noetherian group which is not polycyclic-by-finite [15]. There-

fore almost all other known infinite groups belong to the class of non-noetherian

groups. As is well known, if KG is noetherian then G is also noetherian, but

the converse is not true generally. A group of the class of finitely generated

non-noetherian groups has often non-abelian free subgroups; for instance, a free

group, a locally free group, a free product, an amalgamated free product, an

HNN-extension, a Fuchsian group, a one relator group, etc. It is known that a

free Burnside group is not the case, though. After the result Theorem 1.1 above,

primitivity of group rings of known groups which are non-noetherian has been

obtained gradually. Theorem 1.1 was generalized to one for amalgamated free

products by Balogun in 1989:

Theorem 1.3. ([1, Balogun, ’89]) Let G = A ∗H B be the free product of A and

B with H amalgamated. If there exist elements a ∈ A \ H and b ∈ B \ H such

that a2, b2 ̸∈ H, a−1Ha ∩ H = 1 and b−1Hb ∩ H = 1, then KG is primitive for

any field K.

In 1997, the primitivity of semigroup algebras of free products was given by

Chaudhry, Crabb and McGregor [2].

2
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.
The primitivity of a group ring of a free group F extended to one for the

ascending HNN extension G = Fφ of a free group F ; for the case of |F | = ℵ0 in

2007 and for the case of arbitrary cardinality of F in 2011:

Theorem 1.4. ([13, Nishinaka, ’07], [14, Nishinaka, ’11]) Let F be a non-abelian

free group, and G = Fφ the ascending HNN extension of F determined by φ.

Then the following are equivalent:

(1) KG is primitive for a field K.

(2) |K| ≤ |F | or G is not virtually the direct product F × Z.
(3) |K| ≤ |F | or △(G) = 1.

In particular, if G is a strictly ascending HNN extension, that is, φ(F ) ̸= F ,

then KG is primitive for any field K.

Moreover, the primitivity of group rings of free groups extended to one for

locally free groups:

Theorem 1.5. ([14, Nishinaka, ’11]) Let G be a non-abelian locally free group

which has a free subgroup whose cardinality is the same as that of G itself. If K

is a field then KG is primitive.

In particular, every group ring of the union of an ascending sequence of non-

abelian free groups over a field is primitive, and so every group ring of a countable

non-abelian locally free group over a field is primitive.

Now, there is no viable conjecture as to when KG is primitive for arbitrary

groups. There exists a non-primitive KG for any field K even in the case that

KG is semiprimitive and ∆(G) = 1 (See [3]).

2 Group algebras of groups with free subgroups

In the present note, we focus on a local property which is often satisfied by

groups with non-abelian free subgroups:

(∗) For each subset M of G consisting of finite number of elements not
equal to 1, there exist three distinct elements a, b, c in G such that
whenever xi ∈ {a, b, c} and (x−1

1 g1x1) · · · (x−1
m gmxm) = 1 for some

gi ∈ M , xi = xi+1 for some i.

We can see that if G is countably infinite group and satisfies (∗), then KG is

primitive for any field K. More generally, we can get the following theorem:

Theorem 2.1. Let G be a non-trivial group which has a free subgroup whose

cardinality is the same as that of G. Suppose that G satisfies the condition (∗). If
R is a domain with |R| ≤ |G|, then the group ring RG of G over R is primitive.

3
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In particular, the group algebra KG is primitive for any field K.

As an application of the theorem, we give the primitivity of group algebras of

one relator groups with torsion:

Theorem 2.2. If G is a non-cyclic one relator group with torsion, then KG is

primitive for any field K.

One of the main method to prove Theorem 2.1 is a graph theoretic method

which is called SR-graph theory.

3 SR-graph theory

Let G = (V,E) denote a simple graph; a finite undirected graph which has no

multiple edges or loops, where V is the set of vertices and E is the set of edges. A

finite sequence v0e1v1 · · · epvp whose terms are alternately elements eq’s in E and

vq’s in V is called a path of length p in G if vq ̸= vq′ for any q, q′ ∈ {0, 1, · · · , p}
with q ̸= q′; it is often simply denoted by v0v1 · · · vp. Two vertices v and w of G
are said to be connected if there exists a path from v to w in G. Connection is an

equivalence relation on V , and so there exists a decomposition of V into subsets

Ci’s (1 ≤ i ≤ m) for some m > 0 such that v, w ∈ V are connected if and only if

both v and w belong to the same set Ci. The subgraph (Ci, Ei) of G generated

by Ci is called a (connected) component of G. Any graph is a disjoint union of

components. For v ∈ V , we denote by C(v) the component of G which contains

the vertex v.

We define a graph which has two distinct edge sets E and F on the same vertex

set V . We call such a triple (V,E, F ) an SR-graph provided that (V,E ∪ F ) is a

simple graph (i.e. a finite undirected graph which has no multiple edges or loops)

and every component of the graph (V,E) is a complete graph (see Fig 1 and Fig

2). That is, we define an SR-graph as follows:

Definition 3.1. Let G = (V,E) and H = (V, F ) be simple graphs with the same

vertex set V . For v ∈ V , let U(v) be the set consisting of all neighbours of v in H
and v itself: U(v) = {w ∈ V | vw ∈ F} ∪ {v}. A triple (V,E, F ) is an SR-graph

(for a sprint relay like graph) if it satisfies the following conditions:

(SR1) For any v ∈ V , C(v) ∩ U(v) = {v}.
(SR2) Every component of G is a complete graph.

If G has no isolated vertices, that is, if v ∈ V then vw ∈ E for some w ∈ V , then

SR-graph (V,E, F ) is called a proper SR-graph.

4
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.
We call U(v) the SR-neighbour set of v ∈ V , and set U(V ) = {U(v) | v ∈ V }.

For v, w ∈ V with v ̸= w, it may happen that U(v) = U(w), and so |U(V )| ≤ |V |
generally. Let S = (V,E, F ) be an SR-graph. We say S is connected if the graph

(V,E ∪ F ) is connected.

Definition 3.2. Let S = (V,E, F ) be an SR-graph and p > 1. Then a path

v1w1v2w2, · · · , vpwpvp+1 in the graph (V,E ∪ F ) is called a SR-path of length

p in S if either eq = vqwq ∈ E and fq = wqvq+1 ∈ F or fq = vqwq ∈ F

and eq = wqvq+1 ∈ E for 1 ≤ q ≤ p; simply denoted by (e1, f1, · · · , ep, fp) or

(f1, e1, · · · , fp, ep), respectively. If, in addition, it is a cycle in (V,E∪F ); namely,

vp+1 = v1, then it is an SR-cycle of length p in S.

To prove Theorem 2.1, we use some results for SR-graphs and apply them to

the Formanek’s method. We can give Formanek’s method, as follows:

Proposition 3.3. (See [6]) Let RG be the group ring of a group G over a ring

R with identity. If for each non-zero a ∈ RG, there exists an element ε(a) in the

ideal RGaRG generated by a such that the right ideal ρ =
∑

a∈RG\{0}(ε(a)+1)RG

is proper; namely, ρ ̸= RG, then RG is primitive.

The main difficulty here is how to choose elements ε(a)’s so as to make ρ

be proper. Now, ρ is proper if and only if r ̸= 1 for all r ∈ ρ. Since ρ is

generated by the elements of form (ε(a) + 1) with a ̸= 0, r has the presentation,

r =
∑

(a,b)∈Π(ε(a) + 1)b, where Π is a subset which consists of finite number of

elements of RG × RG both of whose components are non-zero. Moreover, ε(a)

and b are linear combinations of elements of G, and so we have

r =
∑

(a,b)∈Π

∑
g∈Sa,h∈Tb

(αgβhgh+ βhh), (1)

5
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where Sa and Tb are the support of ε(a) and b respectively and both αg and βh

are elements in K. In the above presentation (1), if there exists gh such that

gh ̸= 1 and does not coincide with the other g′h′’s and h′’s, then r ̸= 1 holds.

Strictly speaking: Let Ωab = Sa × Tb. If there exist (a, b) ∈ Π and (g, h) in Ωab

with gh ̸= 1 such that gh ̸= g′h′ and gh ̸= h′ for any (c, d) ∈ Π and for any

(g′, h′) in Ωcd with (g′, h′) ̸= (g, h), then r ̸= 1 holds.

On the contrary, if r = 1, then for each gh in (1) with gh ̸= 1, there exists

another g′h′ or h′ in (1) such that either gh = g′h′ or gh = h′ holds. Suppose here

that there exist (g2i−1, hi) and (g2i, hi+1) (i = 1, · · · ,m) in V =
∪

(a,b)∈Π Ωab ∪ Tb

such that the following equations hold:

g1h1 = g2h2,
g3h2 = g4h3,

. . .
g2m−1hm = g2mhm+1 and hm+1 = h1.

(2)

Eliminating hi’s in the above, we can see that these equations imply the equation

g−1
1 g2 · · · g−1

2m−1g2m = 1. If we can choose ε(a)’s so that their supports gi’s never

satisfy such an equation, then we can prove that r ̸= 1 holds by contradiction.

We need therefore only to see when supports g’s of ε(a)’s satisfy equations as

described in (2).

Roughly speaking, we regard V above as the set of vertices and for v = (g, h)

and w = (g′, h′) in V , we take an element vw as an edge in E provided gh = g′h′

in G, and take vw as an edge in F provided g ̸= g′ and h = h′ in G (see Fig 3). In

this situation, if there exists an SR-cycle v1w1v2w2, · · · , vpwpv1 in the SR-graph

(V,E, F ) whose adjacent terms are alternately elements viwi in E and wivi+1 in

F , then there exist (gi, hj)’s in V satisfying the desired equations as described in

(2). Thus the problem can be reduced to find an SR-cycle in a given SR-graph.

By making use of graph theoretic considerations, we can prove the following

6
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theorems:

Theorem 3.4. Let S = (V,E, F ) be an SR-graph and let ωE and ωF be, respec-

tively, the number of components of G = (V,E) and H = (V, F ). Suppose that

every component of H = (V, F ) is a complete graph and S is connected. Then S
has an SR-cycle if and only if ωE + ωF < |V |+ 1.

In particular, if S is proper and α ≤ γ then S has an SR-cycle.

Theorem 3.5. Let S = (V,E, F ) be an SR-graph and C(V ) = {V1, · · · , Vn}
with n > 0. Suppose that every component Hi = (Vi, Fi) of H is a complete

k-partite graph with k > 1, where k is depend on Hi. If |Vi| > 2µ(Hi) for each

i ∈ {1, · · · , n} and |IG(V )| ≤ n then S has an SR-cycle.

4 Proof of Theorem 2.1

Let G be a group and M1, · · · ,Mn non-empty subsets of G which do not include

the identity element. We say M1, · · · ,Mn are mutually reduced in G if for each

finite elements g1, · · · , gm in the union of Mi’s, g1 · · · gm = 1 implies both gi and

gi+1 are in the same Mj for some i and j. If M1 = {x±1
1 }, · · · ,Mm = {x±1

m } and

they are mutually reduced, then we say simply x1, · · · , xm are mutually reduced.

In this section, we shall prove Theorem 2.1 after preparing three lemmas.

Lemma 4.1. (See [16, Theorem 2]) Let K ′ be a field and G a group. If △(G)

is trivial and K ′G is primitive, then for any field extension K of K ′, KG is

primitive.

By making use of Theorem 3.4 and Theorem 3.5, we can get the next two

lemmas:

Lemma 4.2. Let G be a non-trivial group, m > 0 and n > 0. For non-trivial

distinct elements fij’s (i = 1, 2, 3, j = 1, · · · ,m) in G and for distinct elements

gi’s (i = 1, · · · , n) in G, we set

S =
∪3

i=1 Si, where Si = {fij | 1 ≤ j ≤ m},
T = {gi | 1 ≤ i ≤ n},
V = S × T,
Mi = {f±1

ij , f−1
ij fik | j, k = 1, 2, · · · ,m, j ̸= k} (i = 1, 2, 3),

I = {(f, g) ∈ V | fg ̸= f ′g′ for any (f ′, g′) ∈ V with (f ′, g′) ̸= (f, g)}.

Then if M1, M2 and M3 are mutually reduced, then |I| > n.

7
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Lemma 4.3. Let G be a non-trivial group and n > 0. For each i = 1, 2, · · · , n,
let fi1, · · · , fimi

be distinct mi > 0 elements of G; fip ̸= fiq for p ̸= q, and let xij

(1 ≤ i ≤ n, 1 ≤ j ≤ 3) be distinct elements in G. we set

S =
∪3

i=1 Si, where Si = {fij | 1 ≤ j ≤ mi},
X =

∪n
i=1Xi, where Xi = {xij | 1 ≤ j ≤ 3},

V =
∪n

i=1 Vi, where Vi = Xi × Si,
I = {(x, f) ∈ V | xf ̸= x′f ′ for any (x′, f ′) ∈ V with (x′, f ′) ̸= (x, f)}.

If xij’s are mutually reduced elements, then |I| > m, where m = m1 + · · ·+mn.

Proof of Theorem 2.1. Let B be the basis of a free subgroup of G whose car-

dinality is the same as that of G. Then we may assume that the cardinality of

B is also same as G, that is, |B| = |G|. In addition, since |R| ≤ |G|, we have

that |B| = |RG|. We can divide B into three subsets B1, B2 and B3 each of

whose cardinality is |B|. It is then obvious that the elements in B are mutually

reduced. Let φ be a bijection from B to RG \ {0} and σs a bijection from B to

Bs, s = 1, 2, 3.

For b ∈ B, let φ(b) =
∑

f∈Fb
αff , where αf ∈ R and Fb is the support of φ(b).

We set

Mb = {f±1, f−1f ′ | f, f ′ ∈ Fb, f ̸= f ′}.

Since G satisfies the condition (∗), there exist xb1, xb2, xb3 ∈ G such that Mxbt
b =

{x−1
bt f

±1xbt, x−1
bt f

−1f ′xbt | f, f ′ ∈ Fb, f ̸= f ′} (t = 1, 2, 3) are mutually reduced.

We here define ε(b) and ε1(b) by

ε(b) =
3∑

s=1

3∑
t=1

σs(b)x
−1
bt φ(b)xbt and ε1(b) = ε(b) + 1. (3)

Note that ε(b) is an element in the ideal of RG generated by φ(b). Let ρ =∑
b∈B ε1(b)RG be the right ideal generated by ε1(b) for all b ∈ B. If w ∈ ρ, then

we can express w by

w =
∑
b∈A

ε1(b)ub =
∑
b∈A

(ε(b)ub + ub) (4)

for some non-empty finite subsets A of B and ub in RG. In view of Proposition

3.3, in order to prove that RG is primitive, we need only show that ρ is proper;

ρ ̸= RG. To do this, it suffices to show that w ̸= 1.

Let ub =
∑

h∈Hb
βhh, where Hb is the support of ub. Substituting this and

φ(b) =
∑

f∈Fb
αff into (3), we obtain the following expression of ε(b)ub:

ε(b)ub =
3∑

s=1

3∑
t=1

∑
f∈Fb

∑
h∈Hb

αfβhybsx
−1
bt fxbth, where ybs = σs(b). (5)

8
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In what follows, for the sake of convenience, we represent ybsx

−1
bt fxbth by

ysx
−1
t fxth, and we note that ys and xt are depend on b ∈ B. For s = 1, 2, 3,

we here set

Ebs =
3∑

t=1

∑
f∈Fb

∑
h∈Hb

αfβhysξ(xt, f, h), where ξ(xt, f, h) = x−1
t fxth. (6)

That is, ε(b)ub = Eb1 + Eb2 + Eb3. We can see that there exist more than |Hb|
isolated elements in the expression (6) of Ebs for each s = 1, 2, 3. Strictly speaking,

if we set Xb = {x1, x2, x3}, Γb = Xb × Fb ×Hb and

Is = {(xt, f, h) | (xt, f, h) ∈ Γb, ξ(xt, f, h) ̸= ξ(xp, f
′, h′)

for any (xp, f
′, h′) ∈ Γb with (xp, f

′, h′) ̸= (xt, f, h)},
then |Is| > |Hb|. In fact, since Mxbt

b (t = 1, 2, 3) are mutually reduced, it follows

from lemma 4.2 that |Is| > |Hb|.
Now, we shall see that w ̸= 1 holds, where w as in (4). In (4), we set that

w1 =
∑

b∈A ε(b)ub and w2 =
∑

b∈A ub. We have then that

w1 =
∑
b∈A

3∑
s=1

Ebs and w = w1 + w2.

Let Supp(Ebs) be the support of Ebs and mb = |Supp(Eb1)|. We should note that

|Supp(Ebs)| = mb for all s = 1, 2, 3. It is obvious that mb ≥ |Is|, and so mb > |Hb|
by the above. Since ybs (b ∈ A, 1 ≤ s ≤ 3) are mutually reduced, by virtue of

Lemma 4.3, we have |Supp(w1)| >
∑

b∈A mb. Moreover we have that

|Supp(w)| ≥ |Supp(w1)| − |Supp(w2)|
>

∑
b∈A

mb −
∑
b∈A

|Hb|

> 0,

which implies |Supp(w)| ≥ 2. In particular, w ̸= 1. We have thus seen that RG

is primitive.

Finally, we shall show that KG is primitive for any field K. Let K ′ be a prime

field. Since G satisfies (∗) and |K ′| ≤ |G|, we have already seen that K ′G is

primitive. In view of Lemma 4.1, we need only show that ∆(G) = 1.

Let g be a non-identity element in G. We can see that there exist infinite

conjugate elements of g. In fact, if it is not true, then the set M of conjugate

elements of g in G is a finite set. Since G satisfies (∗), for M , there exists

x1, x2 ∈ G such that Mx1 and Mx2 are mutually reduced. Since g is in M ,

(x−1
1 gx1)(x

−1
2 fx2)

−1 ̸= 1 for any f ∈ M , and thus x−1
1 gx1 ̸= x−1

2 fx2. Hence

(x1x
−1
2 )−1g(x1x

−1
2 ) ̸= f for all f ∈ M , which implies a contradiction x−1gx ̸∈ M ,

where x = x1x
−1
2 . This completes the proof of theorem.
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We call the free product A ∗ B of two non-identity groups A and B a strict

free product provided that it is not isomorphic to Z2 ∗Z2. In addition, we define

a group G to be a locally strict free product if for each finite number of elements

g1, · · · , gm in G, there exists a subgroup H of G which is isomorphic to a strict free

product such that {g1, · · · , gm} ⊂ H. The following corollary, which generalizes

the result of [6], follows from Theorem 2.1:

Corollary 4.4. Let R be a domain and G a locally strict free product. Suppose

that G has a free subgroup whose cardinality is the same as that of G. If |R| ≤ |G|
then the group ring RG is primitive.

In particular, KG is primitive for any field K.

5 Proof of Theorem 2.2

Throughout this section, F = ⟨X⟩ denotes the free group with a base X. Let

G = ⟨X |R⟩ denote the one relator group with the set of generators X with a

relation R, where R is a cyclically reduced word in F . For a word W in F , if

R = W n, n > 1 and W is not a proper power in F , then G is called a one relator

group with torsion. Let W be a word in F . We denote the normal closure of W

in F by NF (W ). For a cyclically reduced word W , WF (W ) denotes the set of

all cyclically reduced conjugates of both W and W−1. If Wi, · · · ,Wt are reduced

words in F and W = Wi · · ·Wt is also reduced, that is, there is no cancellation in

forming the product Wi · · ·Wt, then we write W ≡ Wi · · ·Wt. For Y ⊂ X, ⟨Y ⟩G
is the subgroup of G generated by the homomorphic image in G of Y .

Lemma 5.1. Let n > 1, and let G = ⟨X |R⟩, where W be a cyclically reduced

word in F and R = W n.

(1) (See [18, Theorem], cf. [8]) If 1 ̸= V ∈ NF (R), then V contains a subword

Sn−1S0, where S ≡ S0S1 ∈ WF (W ) and every generator which appears in W

appears in S0.

(2) (See [12, Theorem]) The centralizer of every non-trivial element in G is a

cyclic group.

Lemma 5.2. For n > 1, let G = ⟨X | R⟩ with |X| > 1, where R = W n and W

is a cyclically reduced word in F .

(1) If S, T ⊆ X, then ⟨S⟩G ∩ ⟨T ⟩G = ⟨S ∩ T ⟩G.
(2) ∆(G) = 1.

Proof. (1): If S ⊆ T or T ⊆ S, then the assertion is clear, and so we may

assume S ̸⊆ T and T ̸⊆ S. It is obvious that ⟨S⟩G ∩ ⟨T ⟩G ⊇ ⟨S ∩ T ⟩G. Suppose,
to the contrary, that ⟨S⟩G ∩ ⟨T ⟩G ⊋ ⟨S ∩ T ⟩G. Then there exist reduced words
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u = u(s, a, · · · , b) in ⟨S⟩ \ ⟨S ∩T ⟩ and v = v(t, c, · · · , d) in ⟨T ⟩ \ ⟨S ∩T ⟩ such that

uv ∈ NF (R), where a, · · · , b ∈ S, c, · · · , d ∈ T , s ∈ S \(S∩T ), and t ∈ T \(S∩T ).

Let w be the reduced word for uv, say w ≡ u1v1, where u ≡ u1u2 and v ≡ u−1
2 v1.

Then w ≡ u1v1 ∈ NF (R). However, u1 involves s but not t, and v1 involves t but

not s, which contradicts the assertion of Lemma 5.1 (1).

(2): Suppose , to the contrary, ∆(G) ̸= 1; thus there exists 1 ̸= g ∈ G such that

[G : CG(g)] < ∞. By Lemma 5.1 (2), CG(g) is cyclic and in fact infinite cyclic

because |G| is not finite. Thus G is virtually cyclic and so, as is well-known, there

exists a normal subgroup N of finite order such that G/N is isomorphic to either

the infinite cyclic group Z or the infinite dihedral group Z2 ∗ Z2 (See [9, 137p]).

Since a one relator group with torsion is isomorphic to neither Z nor Z2 ∗ Z2,

we may assume N ̸= 1. In both cases of G/N ≃ Z and G/N ≃ Z2 ∗ Z2, there

exists x ∈ G \ N such that ⟨x⟩G is a infinite cyclic subgroup of G. Since |N | is
finite, then it is easily seen that there exists m > 0 such that x−mfxm = f for

all f ∈ N , which implies N ⊂ CG(x
m); a contradiction, because a infinite cyclic

group does not contain non-trivial finite subgroups.

Let X = {x1, x2, · · · , xm} with m > 1 and F = ⟨X⟩. To avoid unnecessary

subscripts, we denote generators, x1, x2, · · · , xm, by t, a, · · · , b. We consider the

one relator group G = ⟨X |R⟩, where R = W n, n > 1 and W = W (t, a, · · · , b)
is a cyclically reduced word which is not a proper power. We assume that all

generators appear in W . We shall see that there exists a normal subgroup L of

G such that G/L is cyclic and L satisfies the assumption in Corollary 4.4. That

is, G has the following type of subgroup G∞ and L is a subgroup of it:

G∞ = ⟨X∞ | Ri, i ∈ Z⟩ with Ri = W n
i (n > 1), (7)

where X∞ = {aj, · · · , bj | j ∈ Z} and for each i ∈ Z, Wi is a cyclically reduced

word in the free group F∞ = ⟨X∞⟩. Let α∗, · · ·, β∗ be respectively the mini-

mum subscripts on a, · · ·, b occurring in W0, and let α∗, · · · , β∗ be the maximum

subscript on a, · · ·, b occurring in W0, respectively. That is,

Wi = Wi(aα∗+i, · · · , aα∗+i, · · · , bβ∗+i, · · · , bβ∗+i).

Let µ be the maximum number in {α∗ − α∗, · · · , β∗ − β∗}. For t ∈ Z, we set

subgroups Qt and Pt of G∞ as follows:

For µ ̸= 0,
Qt = ⟨at+i, · · · , bt+j | α∗ ≤ i ≤ α∗, · · · , β∗ ≤ j ≤ β∗⟩G∞ ,
Pt = ⟨at+i, · · · , bt+j | α∗ ≤ i ≤ α∗ − 1, · · · , β∗ ≤ j ≤ β∗ − 1⟩G∞ .
For µ = 0,
Qt = ⟨at+α∗ , · · · , bt+β∗⟩G∞ ,
Pt = 1.

(8)
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Then Pt is a subgroup of Qt and Qt has the following presentation:

Qt ≃ ⟨at+α∗ , · · · , at+α∗ , · · · , bt+β∗ , · · · , bt+β∗ | Rt⟩. (9)

In what follows, let ν = β∗ − β∗, and replacing the order of ai, · · · , bi in X∞ if

necessary, we may assume that µ = α∗ − α∗ ≥ · · · ≥ β∗ − β∗ = ν. In view of the

Magnus’ method for Freiheitssatz, we may identify G∞ as the union of the chain

of the following Gi’s (see [11] or [10]):

G∞ =
∪∞

i=0Gi, where
G0 = Q0, G2i = Q−i ∗P−i+1

G2i−1, and G2i+1 = G2i ∗Pi+1
Qi+1.

(10)

By lemma 5.2 (1), we can get the next lemma:

Lemma 5.3. If H is a subgroup of G∞ generated by a finite subset Y of X∞;

namely H = ⟨Y ⟩G∞, then there exists a positive integer t such that H ⊆ G2(t−1)

and H ∩ Pt = 1.

Lemma 5.4. If G∞ and Wi are as in (7), then for each finite number of elements

g1, · · · , gm in G∞, there exists an integer t such that ⟨g1, · · · , gm,Wt⟩G∞ is the free

product ⟨g1, · · · , gm⟩G∞ ∗ ⟨Wt⟩G∞.

Proof. Let Y be the subset of X∞ consisting of generators appeared in gi for

all i ∈ {1, · · · ,m}. By virtue of Lemma 5.3, for H = ⟨Y ⟩G∞ , there exists t > 0

such that H ⊆ G2(t−1) and H ∩ Pt = 1.

Now, by (10), G2t−1 = G2(t−1)∗PtQt, where Qt is as described in (9) and Pt is as

described in (8). Since W n
t = Rt is the relator of Qt, we have ⟨Wt⟩G∞ ⊂ Qt. As is

well known,Wm
t ̸= 1 inQt for 1 ≤ m < n. Moreover, it holds that Pt∩⟨Wt⟩Qt = 1.

In fact, if not so, there exists m > 0 such that Wm
t ∈ Pt in Qt. Since Pt is a

free subgroup of Qt by Freiheitssatz, we have that 1 ̸= (Wm
t )n = (W n

t )
m in Qt.

However, this contradicts the fact that W n
t is the relator of Qt. We have thus

shown that Pt ∩ ⟨Wt⟩Qt = 1. Combining this with H ∩ Pt = 1, we see that

⟨Y,Wt⟩G2t−1 = ⟨Y ⟩G2t−1 ∗ ⟨Wt⟩G2t−1 = H ∗ ⟨Wt⟩G∞ . Since ⟨g1, · · · , gm⟩G∞ ⊆ H, we

have that ⟨g1, · · · , gm,Wt⟩G∞ = ⟨g1, · · · , gm⟩G∞ ∗ ⟨Wt⟩G∞ .

Proof of Theorem 2.2 Let G = ⟨X |R⟩ be the one relator group with torsion,

where |X| > 1, R = W n, n > 1 and W is a cyclically reduced word which is not a

proper power. If there exists x ∈ X such that W contains none of x or x−1, then

G is a non-trivial free product of groups both of which are not isomorphic to Z2.

Hence we may assume that X = {x1, · · · , xm} (m > 1) and W contains either

xi or x−1
i for all i ∈ {1, · · · ,m}. In this case, the cardinality of G is countable,

and it is well-known that G has a non-cyclic free subgroup. Moreover, by Lemma

5.2 (2), we see that ∆(G) = 1, and therefore, combining Corollary 4.4 with [19,
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Theorem 1], it suffices to show that there exists a normal subgroup L of G such

that G/L is cyclic and L satisfies the following condition (C):

(C) For any g1, · · · , gl ∈ L, there exists a free product A ∗ B in the
set of subgroups of L such that B ̸= 1, a2 ̸= 1 for some a ∈ A,
and g1, · · · , gl ∈ A ∗B.

There are now two cases to consider: whether or not the exponent sum σx(W )

of W on some generator x is zero.

If for each x ∈ X, σx(W ) ̸= 0, say σx1(W ) = α and σx2(W ) = β, then by

the Magnus’ method for Freiheitssatz, G ≃ ⟨aβ, x2, · · · , xm | R∗⟩ ⊂ E, where

R∗ = (W ∗)n, W ∗ = W ∗(aβ, x2, · · · , xm) and E = ⟨a, x2, · · · , xm | R∗⟩. Let

N = NF∗(x2a
α, x3 · · · , xm), where F∗ = ⟨a, x2, · · · , xm⟩. Then we have that

N ⊃ NF∗(R
∗) and N/NF∗(R

∗) ≃ G∞, where G∞ is as in (7), and so we may

let G∞ = N/NF∗(R
∗).

Let FG = ⟨aβ, x2, · · · , xm⟩ and L = (N ∩FG)/NFG
(R∗). Then we can easily see

that L can be isomorphically embedded in G∞ and that G is a cyclic extension

of L.

Let g1, · · · , gl (l > 0) be in L with gi ̸= 1. In case of n > 2, since L ⊂ G∞,

by Lemma 5.4, there exists t > 0 such that ⟨g1, · · · , gl⟩G∞ ∗ ⟨W ∗
t ⟩G∞ . We have

then that 1 ̸= W ∗
t ∈ L and (W ∗

t )
2 ̸= 0 because n > 2, and so L satisfies the

condition (C). On the other hand, in case of n = 2, let p > 0 be the maximum

number such that either apβ or a−pβ is appeared in W ∗ = W ∗(aβ, x2, · · · , xm).

Set v = a(p+1)βx2a
−(p+1)βx−1

2 so that v ∈ FG. Moreover, since σa(v) = 0 and

σx2(v) = 0, the homomorphic image v of v is contained in L. Suppose that

v2 = 1; namely, v2 ∈ NFG
(R∗). In view of Lemma 5.2 (1), a reduced word v2

contains a subword S0S1S0 such that S0S1 is a cyclic shift of W ∗ and S0 contains

all generators appeared in W ∗. Since only two letters a and x2 are appeared in

v2, we have that W ∗ = W ∗(aβ, x2). Moreover, S0S1S0 involves a subword of type

xε1
2 aqxε2

2 with |q| ≤ |pβ|, where εi = ±1. However, since |(p + 1)β| > |q|, there
exists no such subword in v2, which implies a contradiction. We have thus shown

that v2 ̸= 1. By virtue of Lemma 5.4, for g1, · · · , gl and v, there exists t > 0 such

that ⟨v, g1, · · · , gl⟩G∞ ∗ ⟨W ∗
t ⟩G∞ . Since 1 ̸= W ∗

t ∈ L and v2 ̸= 1, we have thus

proved that L satisfies the condition (C).

If W has a zero exponent sum σx(W ) on x for some x ∈ X, say σx1(W ) = 0,

then we setN = NF (x2, x3 · · · , xm) and L = N/NF (R), where F = ⟨x1, x2, · · · , xm⟩,
R = W n and W = W (x1, · · · , xm). It is obvious that L ≃ G∞ and G is a cyclic

extension of L. Moreover, we can easily see that L satisfies the condition (C).

This completes the proof of the theorem.
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1  Introduction 
 

The talk presented was based on an on-going joint work with Y.Hirano (Naruto) and B.Solie 

(ERAU). Our work is still it’s initial stage. Corabolation with interested readers are highly 

desiable.    

 

Let R be a ring, and let S be a semigroup. The semigroup ring ][SR simultaneously encodes the   

semigroup structure of S and the ring structure resulting in an object of great utility in various  

areas of both ring theory and group theory. The interplay between the structures of R , S , and 

][SR is a topic with a long mathematical history full of fascinating results. For instance, much is  

already known about the structure of ][GR , where G is not just a semigroup but a group. Here, we  

find that the structure of ][GR is exactly characterized by the structure of R and various finiteness  

properties of G . Maschke’s famous theorem states that ifG is a finite group and K is a field 

whose characteristic does not divide || G , then ][GK is semisimple [3]. Further variations include 

the result that ][GR is prime if and only if R is a prime ring and G has no nontrivial finite normal 

subgroup [1]. More generally, ][GR is semiprime if and only if R is semiprime and the order of 

every normal finite subgroup of G is a non-zero-divisor in R [5].  

 

Consequently, one may ask whether the primeness or semiprimeness of ][SR can be characterized 

in the case where S is an arbitrary semigroup. This is a much more difficult question on which 

some progress has been made in recent years. For highly structured classes of semigroups, it is  

again possible to determine the structure of ][SR . For example, when S is a cancellative 

This work is supported by the Research Institute for Mathematical Sciences, a Joint Usage/Research
Center located in Kyoto University, Kyoto Japan.
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semigroup, then ][SR is semiprime whenever R is semiprime [4]. When F is a field and S is finite, 

a version of Maschke’s theorem shows that the semisimplicity of ][SR is characterized by the  

nonsingularity of the structure matrix for S when viewed as a matrix over F [2]. 

 

We consider semigroup rings over a particular class of semigroups: those semigroups which 

arise as the multiplicative semigroup of a ring.  

 

 

2  Some Results and Examples 
 

Let K be a field and let S be a semigroup. Recall that the semigroup ring ][SK consists of  

the set of all sums sksSs
ˆ 
with 0=sk for all but finitely many Ss . We equip ][SK with the  

usual addition and multiplication, where st =  st   for all Sts , . 

Given a ring ),,( +R , we may forget addition and thereby obtain a semigroup ),( R having both 0 

and 1. We denote by ][RK the semigroup ring )],[( RK . Note that as [0])([0]=][ KAnnKRK  , 

][RK is not a prime ring. It is easy to observe that ][RK is a direct sum of two simple rings if and 

only if every proper nonzero ideal of ][RK is prime. Every prime ideal of ][RK except 

[0])(KAnn contains [0],K and every ideal of ][RK contained in [0])(KAnn does not contain [0]K .  

 

Theorem 1  Let R be a ring and K be a field of characteristic zero. If ][RK is semiprime, then R 

is semiprime. The converse holds if R is a commutative ring or a domain. 

  

 

Theorem 2  Let R be a ring and let K be a field of characteristic zero. Then ][RK is a 

semisimple Artinian ring if and only if R is a finite semisimple ring.  

 

 

For a ring R , we shall denote the Jacobson radical of R by )(RJ . 

 

Theorem 3  Let R be a local ring with finitely many units, let
*R denote the group of units in R  

and let K be a field of characteristic zero. Then )0̂ˆ(=])[(
)(

− 
rKRKJ

RJr
and 

][[0]])[(]/[ *RKKRKJRK  .  

 

 

Let K be an algebraically closed field of characteristic zero, and let n denote the ring of integers  

.



.

.

modulo n . It is immediate that n is semiprime if and only if n is squarefree, and thus we have the 

following proposition as a corollary of Theorem 1. 

 

Proposition  Let K be an algebraically closed field of characteristic zero, and let n denote the 

ring of integers modulo n . Then ][ nK  is semiprime if and only if n is squarefree.  

 

We now present a few examples of the structure of ][RK for some finite ring R . 

 

Example 1  It is clear that KKK ][ 2 .  

 

LetV be a vector space over K . We define a multiplication on the K -linear space VK  by the 

formula ),(=),(),( bvawabwbva + for any VwvKba  ,,, . Then VK  becomes a K -algebra, 

which we denote by VK . 

 

Example 2 Consider the ring ][ 4K and let 0̂ˆ= −igi for 1,2,3=i . Then ][ 4K is the direct sum of 

two sided ideals [0]K and 321= KgKgKgS ++ . The identity of the ring S is 1g . Let us set 

)(
2

1
= 311 gge − , )(

2

1
= 312 gge + . Then 21, ee are orthogonal central primitive idempotents of S  

and 211 = eeg + . We can easily see that )(][ 2

4 KKKK  .  

 

Example 3 Consider the ring ][ 6K and let 0̂ˆ= −igi for ,51,2,= i . Then ][ 6K is the direct 

sum of [0]K and 521= KgKgKgS +++  . Set )(
2

1
= 511 gge + and )(

2

1
= 512 gge − . We again have 

orthogonal central primitive idempotents 1e and 2e in S and 211 = eeg + , and moreover 3

1 KSe   

and 2

2 KSe  . Thus we have that 6

6 ][ KK  .  

 

Example 4 Consider the ring ][ 8K  and let 0̂ˆ= −igi  for ,71,2,= i . Then ][ 8K is the 

direct sum of two sided ideals ]0̂[K and 721= KgKgKgS +++  . The identity of the ring S is 1g . 

Let us set  

 )(
4

1
= 75311 gggge +−−  

 )(
4

1
= 75312 gggge −−+  

 )(
4

1
= 75313 gggge −+−  

 ).(
4

1
= 75314 gggge +++  

Then 4321 ,,, eeee  are orthogonal central primitive idempotents of S  and 43211 = eeeeg +++ . 

We can easily see KSe 1 , KSe 2 , KKSe 3 , and )(4 KKKSe   .Therefore we have 

.
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that ))(()(][ 3

8 KKKKKKK   .  

 

Example 5  Consider the ring 
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00

0= GFdcba

a

da

cba

R  of order 16=2|=| 4R . 

Then 


































(2),,0,|

00

0=* GFdcba

a

da
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R . We can easily see that *R is the dihedral group 

8D  of order 8 and so )(][ 2

4* KMKRK  . Therefore, by Theorem 3, we have that  

)(])[(]/[ 2

5 KMKRKJRK  . 

 

 

Example 6  Let (2))(2 GFM denote the ring of 22  matrices over the field (2)GF . Then we 

can prove that (2))]([ 2 GFMZ is a semiprime ring.  Let us set (2))((2))(= 22 GFGLGFMH − . 

Then we can see that )(][ 3 QMQHQ  . In fact, let 
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Then the elements ,ˆ= OE ,ˆˆ= 11 OeF − ,ˆˆ= 22 OeF −  

 )ˆˆ()ˆˆ()ˆˆ()ˆˆ()ˆˆ(= 543213 OeOeOeOeOeF −−−+−+−+−  

 )ˆˆ()ˆˆ()ˆˆ()ˆˆ( 9876 OeOeOeOe −+−−−−−−  

are primitive orthogonal idempotents, and )()]([=][ 3321 QMQFFFHQQEHQ ++ . 

Since 32 (2))( SGFGL  , we have ][][(2))]/([ 32 SQHQGFMQ  .  

It is easily see that )(][ 23 QMQQSQ  . Hence (2))]([ 2 GFMQ is isomorphic to the 

semisimple Artinian ring ).()( 32 QMQMQQQ   
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Abstract

Separable polynomials in skew polynomial rings have already been
studied by K. Kishimoto, T. Nagahara, Y. Miyashita, S. Ikehata, and
G. Szeto. In particular, Nagaraha gave the necessary and sufficient
condition for Galois polynomial of degree 2 in the skew polynomial ring
of derivation type. In this paper, we shall introduce some fundamental
results of separable polynomials in skew polynomial rings which were
already known. Further, we shall give a generalization of the Nagahara’s
result for Galois polynomials of degree 2 to general prime degree p.
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1 Introduction

My talk at the conference was based on the paper [30] which is a joint work with
S. Ikehata. The contents of this paper therefore overlaps with the publication.

Throughout this paper, every ring has identity 1, its subring contains 1,
and A/B will represent a ring extension, that is, B is a subring of A. We say
that A/B is a separable extension if the A-A-homomorphism of A ⊗B A onto
A defined by a ⊗ b 7→ ab splits, and A/B is a Hirata separable extension if
A⊗B A is A-A-isomorphic to a direct summand of a finite direct sum of copies
of A. Moreover, A/B is called a G-Galois extension with a finite group G of
automorphisms of A if B = AG (the fixed ring of G in A) and there are some
finite number of elements xi, yi ∈ A such that

∑
i xiσ(yi) = δ1,σ for any σ ∈ G.

Then we call {xi, yi} a G-Galois coordinate system for A/B. It is well known
that both a Hirata separable extension and a G-Galois extension are separable.
The notion of Hirata separable extensions was introduced by K. Hirata as a
generalization of Azumaya algebras. So far we called this extension as “H-
separable extension”. However, recently G. Szeto and L. Xue have begun to
call it “Hirata separable extension”. So we follow them.

.
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Now, let B be a ring, ρ an automorphism of B, D a ρ-derivation (i.e. D is
an additive endomorphism of B such that D(αβ) = D(α)ρ(β)+αD(β) for any
α, β ∈ B). B[X; ρ,D] will mean the skew polynomial ring in which the multi-
plication is given by αX = Xρ(α) +D(α) for any α ∈ B. We write B[X; ρ] =
B[X; ρ, 0] and B[X;D] = B[X; 1, D]. By B[X; ρ,D](0) we denote the set of
all monic polynomials g in B[X; ρ,D] such that gB[X; ρ,D] = B[X; ρ,D]g.
For f ∈ B[X; ρ,D](0), the residue ring B[X; ρ,D]/fB[X; ρ,D] is a free ring
extension of B. We say that f ∈ B[X; ρ,D](0) is a separable (resp. Hirata sepa-
rable, Galois) polynomial in B[X; ρ,D] if B[X; ρ,D]/fB[X; ρ,D] is a separable
(resp. Hirata separable, G-Galois) extension of B. These provide typical and
essential examples of separable extensions, Hirata separable extensions, and
G-Galois extensions. K. Kishimoto, T. Nagahara, Y. Miyashita, S. Ikehata,
and G. Szeto studied extensively separable polynomials in skew polynomial
rings (See References). In particular, Nagahara thoroughly studied separable
polynomials of degree 2 in skew polynomial rings (cf. [18], [19], [20], [22], [23]).
As one of his results, he gave the necessary and sufficient condition for Galois
polynomial of degree 2 in B[X;D]. The pourpose of this paper is to give a
generalization of Nagahara’s result for polynomials of degree 2 to general prime
degree p.

In section 2, we shall introduce some fundamental results of separable poly-
nomials in skew polynomial rings which was already known. We shall study the
relationship between a Hirata separable extension and a G-Galois extension
(or a purely inseparable extension of exponent one).

In section 3, we shall study Galois polynomials of prime degree p inB[X;D].
We shall give a necessary and sufficient condition for Galois polynomials of the
form Xp −Xa− b.

In the following we shall use the following conventions:

Z = the center of B.

U(Z) = the set of all invertible elements in Z.

ur (resp. uℓ) = the right (resp. left) multiplication in B by u ∈ B.

Iu = ur − uℓ (the inner derivation of B by u ∈ B).

ρ|Z (resp. D|Z) = the restriction of ρ (resp. D) in Z.

Bρ = {α ∈ B |ρ(α) = α} and Zρ = Z ∩Bρ.

BD = {α ∈ B | D(α) = 0} and ZD = Z ∩BD.

2 Some results of separable polynomials

In this section, we shall introduce some fundamental results of separable poly-
nomials in skew polynomial rings which were already known. First, we shall
state some properties of the coefficients of skew polynomials which have been
obtained in [5].

.
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Lemma 2.1. ([5, Lemma 1.1]) If f = Xm +Xm−1am−1 + · · ·+Xa1 + a0 is
in B[X; ρ,D](0), then αf = fρm(α) for any α ∈ B and Xf = f(X−ρ(am−1)+
am−1), and conversely.

Lemma 2.2. ([5, Lemma 1.3]) Let f = Xm +Xm−1am−1 + · · ·+Xa1 + a0
be in B[X; ρ]. Then f is in B[X; ρ](0) if and only if

(1) αai = aiρ
m−i(α) (α ∈ B, 0 ≤ i ≤ m− 1).

(2) ρ(ai−1)− ai−1 = ai(ρ(am−1)− am−1) (1 ≤ i ≤ m− 1).
(3) a0(ρ(am−1)− am−1) = 0.

Lemma 2.3. ([5, Lemma 1.6]) Let f = Xm +Xm−1am−1 + · · ·+Xa1 + a0
be in B[X;D]. Then f is in B[X;D](0) if and only if

(1) aiα =
i∑

j=0

(
j

i

)
Dj−i(α)aj (α ∈ B, 0 ≤ i ≤ m− 1).

(2) D(ai) = 0 (0 ≤ i ≤ m− 1).

In [17], Y. Miyashita gave the followings as characterizations of the sepa-
rable and Hirata separable polynomials in skew polynomial rings.

Proposition 2.4. ([17, Theorem 1.8]) Let f = Xm+Xm−1am−1+· · ·+Xa1+
a0 be in B[X; ρ,D](0), A = B[X; ρ,D]/fB[X; ρ,D] and x = X + fB[X; ρ,D].
Then f is separable in B[X; ρ,D] if and only if there exists h ∈ A such that
ρm−1(α)h = hα for any α ∈ B). and

∑m−1
j=0 yjhx

j = 1, where yj = xm−j−1 +

xm−j−2am−1 + · · ·+ xaj+2 + aj+1 (0 ≤ j ≤ m− 2) and ym−1 = 1.

Proposition 2.5. ([17, Theorem 1.9], [6, Theorem 1.1]) Let f = Xm +
Xm−1am−1+· · ·+Xa1+a0 be in B[X; ρ,D](0), and A = B[X; ρ,D]/fB[X; ρ,D].
Then f is Hirata separable in B[X; ρ,D] if and only if there exist gi, hi ∈ A
such that αgi = giα, ρ

m−1(α)hi = hiα for any α ∈ B,
∑

i gix
m−1hi = 1, and∑

i gix
khi = 0 (0 ≤ k ≤ m− 2).

Recently in [29], the author and S. Ikehata gave alternative proofs of Propo-
sition 2.4 and Proposition 2.5 in B[X; ρ] and B[X;D], respectively. The fol-
lowings are some part of Ikehata’s results concerning Hirata sepaarable poly-
nomials in skew polynomials rings.

Proposition 2.6. ([8, Lemma 1]) If B[X; ρ] contains a Hirata separable
polynomial f of degree m ≥ 2, then there holds the following:

(1) f is of the form Xm + a0, a0 is invertible in B, and ρm = (a−1
0 )ℓ(a

−1
0 )r.

(2) Every Hirata separable polynomial of degree ≥ 2 in B[X; ρ] is of the
form Xm + a0c, where c ∈ U(Z) ∩Bρ.

Proposition 2.7. ([10, Theorem 2.2]) If B[X;D] contains a Hirata sepa-
rable polynomial f of degree m ≥ 2, then there holds the following:

.
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(1) B is of prime characteristic p and f is a p-polynomial of the form

e∑
j=0

Xpjbj+1 + b0 (m = pe), bj+1 ∈ ZD (0 ≤ j ≤ e), and b0 ∈ BD.

(2) Every Hirata separable polynomial in B[X;D] is of the form f + c,
where c ∈ ZD.

Proposition 2.8. ([12, Theorem 3.3]) Let B be of prime characteristic p,
and f = Xp−Xa−b in B[X;D](0). If there exists an element z in Z such that
D(z) is invertible in Z, then f is a Hirata separable polynomial in B[X;D].
In addition, if z is an invertible element in Z, then f is a Galois polynomial
in B[X;D].

Now we say that a ring extension A/B of commutative rings is a purely in-
separable extension of exponent one with δ if BA is a finitely generated module
of finite rank and Hom (BA, BA) = B[δ] (the subring generated by Bℓ and δ),
where δ is a derivation of A and B = {a ∈ A | δ(a) = 0}. Purely inseparable
ring extension of exponent one has been studied by S. Yuan and G. Georgantas
(cf. [2], [31], [32]). In the theory, derivations play a role analogous to that of
automorphisms in the theory of cyclic Galois extensions.

Hirata separable extensions have a close relationship with G-Galois exten-
sion (or purely inseparable extensions of exponent one). When the coefficient
ring is commutative, the existence of Hirata separable polynomials in skew
polynomial rings has been characterized in terms of G-Galois extensions (or
purely inseparable extensions) and Azumaya algebra as follows:

Proposition 2.9. ([6, Theorem 2.2]) Let B be a commutative ring. Then
the following are equivalent:

(1) B/Bρ is a G-Galois extension with G of order m.

(2) B[X; ρ](0) contains a Hirata separable polynomial of degree m.

(3) B[X; ρ](0) contains a polynomial f of degreem such that B[X; ρ]/fB[X; ρ]
is an Azumaya Bρ-algebra.

Proposition 2.10. ([6, Theorem 3.3]) Let B be a commutative ring. Then
the following are equivalent:

(1) BDB is a finitely generated projective module of rankm and Hom (BDB, BDB)
= B[D], that is, B/BD is a purely inseparable extension of exponent one with
D.

(2) B[X;D](0) contains a Hirata separable polynomial of degree m.

(3) B[X;D](0) contains a polynomial f of degreem such that B[X;D]/fB[X;D]
is an Azumaya BD-algebra.

.



.

Separable polynomials in skew polynomial rings 5

When the coefficient ring is noncommutative, it have been studied whether
Proposition 2.9 and Proposition 2.10 are also true or not. Concerning this, G.
Szeto and L. Xue gave an affirmative answer for Hirata separable polynomials
in B[X; ρ].

Proposition 2.11. ([28, Theorem 3.6]) Let f = Xm − u (m ≥ 2) is in
B[X; ρ](0). The following are equivalent.

(1) f is Hirata separable in B[X; ρ].
(2) u is invertible in B and Z/Zρ is a G-Galois extension, where G is

generated by ρ|Z of order m.

Proposition 2.11 shows that the existence of Hirata separable polynomi-
als in B[X; ρ] is characterized in terms of G-Galois extensions. Concerning
the relationship between Hirata separable polynomials in B[X;D] and purely
inseparable extensions of exponent one, the following is already known.

Proposition 2.12. ([10, Proposition 2.3]) Let B be of prime characteristic
p, and δ = D|Z. Assume that Z/Zδ is a purely inseparable extension of expo-
nent one with δ, Z is a projective module over Zδ of rank pe, and δ satisfies
the minimal polynomial tp

e
+ tp

e−1
αe+ · · ·+ tpα2+ tα1 (αi ∈ Zδ). If there exists

an element u in BD such that Dpe +(αe)ℓD
pe−1

+ · · ·+(α2)ℓD
p+(α1)ℓD = Iu,

then f = Xpe + tX
e−1

αe+ · · ·+Xpα2+Xα1−u is Hirata separable in B[X;D].

However, we do not prove yet the converse of Proposition 2.12. This is one
of the open problems.

Open question 1. If B[X;D] contains a Hirata separable polynomial,
then is Z/ZD a purely inseparable extension of exponent one?

As was shown in [13, Theorem 3.2], the above question is true if Z is a
semiprime ring and f = Xp−Xa−b is Hirata separable in B[X;D]. Moreover,
it is also true when B = BDZ.

3 Galois polynomials in B[X ;D]

In this section, we shall study Galois polynomials of prime degree p in B[X;D].
From now on, let B be of prime characteristic p, f = Xp−Xa−b ∈ B[X;D](0),
A = B[X;D]/fB[X;D], and x = X + fB[X;D] ∈ A. First, we shall state
some basic results which were already known. The following is easily verified
by a direct computation.

Lemma 3.1. ([5, Corollary 1.7]) Let f = Xp−Xa−b be in B[X;D] . Then
f is in B[X;D](0) if and only if a ∈ ZD, b ∈ BD, and Dp(α)−D(α)a = αb−bα
for any α ∈ B.

.
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Concerning Galois polynomials, the following is well known.

Lemma 3.2. ([15, Theorem 1.1 and Corollary 1.1], [12, Lemma 2.3]) Let
f = Xp − X − b be in B[X;D](0). Then f is a Galois polynomial over B.
More precisely, let A = B[X;D]/fB[X;D] and x = X + fB[X;D]. Then
A/B is a G-Galois extension, where G =< σ >, and σ : A → A defined by
σ(
∑

i x
idi) =

∑
i(x+ 1)idi is a B-automorphism of A of order p.

Proof. The proof is already known. However recently, we gave a new proof
which gives a G-Galois coordinate system for A/B concretely. So we shall
state it here. First, it is easy to see that AG = B. We shall prove that

{1, x, · · · , xi, · · · , xp−1 ; 1− xp−1, (p− 1)xp−2, · · · , (−1)i−1

(
p− 1

i

)
xp−i−1,

· · · , −1}

is a G-Galois coordinate system for A/B. Since

1 = kp−1 = (−x+ σk(x))p−1

=

p−1∑
i=0

(−1)i
(
p− 1

i

)
xiσk(xp−1−i) (1 ≤ k ≤ p− 1) and

0 = (−x+ x)p−1 =

p−1∑
i=0

(−1)i
(
p− 1

i

)
xixp−1−i,

we obtain

1 = 1− 0 = 1−
p−1∑
i=0

(−1)i
(
p− 1

i

)
xixp−1−i

= 1 · (1− xp−1) +

p−1∑
i=1

xi

{
(−1)i−1

(
p− 1

i

)
xp−1−i

}
and

0 = 1− 1 = 1−
p−1∑
i=0

(−1)i
(
p− 1

i

)
xiσk(xp−1−i)

= 1 · σk(1− xp−1) +

p−1∑
i=1

xiσk

{
(−1)i−1

(
p− 1

i

)
xp−1−i

}
(1 ≤ k ≤ p− 1).

Thus

{1, x, · · · , xi, · · · , xp−1 ; 1− xp−1, (p− 1)xp−2, · · · , (−1)i−1

(
p− 1

i

)
xp−i−1,

· · · , −1}

is a G-Galois coordinate system for A/B. This completes the proof.

.
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In general, if we consider a polynomial f = Xp − Xa − b ∈ B[X;D](0)
and a ̸= 1, it is not easy to check whether f is a Galois polynomial or not.
In [18], T. Nagahara considered the case the characteristic of B is 2 and f =
X2 −Xa− b ∈ B[X;D](0). He proved the following.

Proposition 3.3. [18, Theorem 3.7] Let B be of characteristic 2, and f =
X2 −Xa− b in B[X;D](0). Then f is a Galois polynomial in B[X;D] if and
only if there exists an element s in U(Z) such that D(s) + as = 1.

In [18], Nagahara showed that if f = X2 −Xa− b is a Galois polynomial
in B[X;D], that is, B[X;D]/fB[X;D] is a G-Galois extension over B with
some finite group G, then the order of G is necessarily 2, and G =< σs >,
where σs(x) = x + s−1, with an element s ∈ U(Z) such that D(s) + as = 1.
Now we shall prove the following which is a generalization of Nagahara’s result
(Proposition 3.3). This is the main theorem in this paper.

Theorem 3.4. ([30, Theorem 2.2]) Let f = Xp−Xa−b be in B[X;D](0). If
f is a Galois polynomial in B[X;D] with a Galois group G =< σs > of order p,
where σs(x) = x+s−1 with an element s ∈ U(Z), then s−1(sD)p−1(s)+sp−1a =
1. Conversely, if there exists an element s ∈ U(Z) such that s−1(sD)p−1(s) +
sp−1a = 1 then f is a Galois polynomial in B[X;D] with a Galois group
G =< σs > of order p, where σs(x) = x+ s−1.

To prove the theorem we need the following lemma.

Lemma 3.5. ([30, Lemma 2.1])

Dp−1(sp−1) = −s−1(sD)p−1(s) for any element s in U(Z).

Proof. We set here W = sX + 1. Then we have

αW = Wα + sD(α) for any α ∈ B.

So, we see that B[X;D] = B[W ; sD]. Then we have

(X + s−1)p = (s−1W )p = (s−1)pW p + (s−1 · sD)p−1(s−1)W

= (s−1)pW p +Dp−1(s−1)W

= (s−1)p(sX + 1)p +Dp−1(s−1)(sX + 1)

= (s−1)p{(sX)p + 1}+Dp−1(s−1)sX +Dp−1(s−1)

= (s−1)p{spXp + (sD)p−1(s)X + 1}+Dp−1(s−1)sX +Dp−1(s−1)

= Xp + {(s−1)p(sD)p−1(s) +Dp−1(s−1)s}X + (s−1)p +Dp−1(s−1).

On the other hand, it follows from [14, page 190, Exercises 8] that

(X + s−1)p = Xp + (s−1)p +Dp−1(s−1).

Then we have (s−1)p(sD)p−1(s) + Dp−1(s−1)s = 0, and hence Dp−1(sp−1) =
−s−1(sD)p−1(s). This completes the proof.

.
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Now we shall prove Theorem 3.4

The proof of Theorem 3.4. Assume that f is a Galois polynomial in B[X;D]
with a Galois group G =< σs > of order p, where σs(x) = x + s−1 with an
element s ∈ U(Z). Then since σs(x

p − xa− b) = 0, we have

(x+ s−1)p − (x+ s−1)a− b = xp + (s−1)p +Dp−1(s−1)− xa− s−1a− b

= (s−1)p +Dp−1(s−1)− s−1a = 0.

Then 1 +Dp−1(sp−1) = sp−1a, and hence we have s−1(sD)p−1(s) + sp−1a = 1
by Lemma 2.1.

Conversely, assume that s−1(sD)p−1(s) + sp−1a = 1 for some element s in
U(Z). We put here ∆ = sD. Then by the well known Hochschild formula
([16,Theorem25.5]) and Lemma 1.1, we have

∆p = (sD)p = spDp + (sD)p−1(s)D

= sp(aD + Ib) + (sD)p−1(s)D

= {sp−1a+ s−1(sD)p−1(s)}sD + Ispb

= ∆+ Ispb.

We set Y = sX. Then we obtain

αY = Y α +∆(α) and αY p = Y pα +∆p(α) (α ∈ B).

So, we see that B[X;D] = B[Y ; ∆] and Y p − Y − spb = (sX)p − sX − spb =
spXp+(sD)p−1(s)X−sX−spb = sp(Xp−aX−b) = spf . It follows from Lemma
1.2 that g = Y p−Y −spb = spf is a Galois polynomial in B[Y ; ∆] with a Galois
group of order p. Noting B[X;D] = B[Y ; ∆] and fB[X;D] = B[X;D]f =
gB[Y ; ∆] = B[Y ; ∆]g, we see that f is also a Galois polynomial in B[X;D].
Recall that A = B[X;D]/fB[X;D] and x = X + fB[X;D] ∈ A. Then by
Lemma 1.2, it is easily seen that we can take a Galois group G =< σs >, where
σs : A → A defined by σs(

∑
i x

idi) =
∑

i(x + s−1)idi is a B-automorphism of
S of order p. This completes the proof.

Remark 1. In Theorem 3.4, we can see that

{1, sx, · · · , (sx)i, · · · , (sx)p−1 ; 1− (sx)p−1, (p− 1)(sx)p−2, · · · ,

(−1)i−1

(
p− 1

i

)
(sx)p−1−i, · · · ,−1}

is a G-Galois coordinate system for A/B by the similar computation in the
proof of Lemma 3.2.

Remark 2. In [18], Nagahara proved that if f = X2−Xa− b is a Galois
polynomial in B[X;D], then necessarily the order of the Galois group is 2.

.



.

Separable polynomials in skew polynomial rings 9

However, in general case we do not prove yet that if f = Xp − Xa − b is a
Galois polynomial in B[X;D], then the order of the Galois group is p. This is
one of the open problem.

Open question 2. If f = Xp−Xa− b is a Galois polynomial in B[X;D],
then is the order of the Galois group necessarily p ?

In virtue of Lemma 3.5, we obtain the following as a direct consequence of
Theorem 3.4.

Corollary 3.6. ([30, Corollary 2.4]) Let f = Xp−Xa− b be in B[X;D](0).
If there exists an element y ∈ Z such that Dp−1(y) − ya = 1 and y = −sp−1

for some element s ∈ U(Z), then f is a Galois polynomial in B[X;D] with a
Galois group G =< σs > of order p, where σs(x) = x + s−1. Conversely, if f
is a Galois polynomial in B[X;D] with a Galois group G =< σs > of order p,
where σs(x) = x+ s−1 with an element s ∈ U(Z), then Dp−1(y)− ya = 1 and
y = −sp−1.

Finally, we shall state the following which is an easy consequence of Corol-
lary 3.6.

Corollary 3.7. ([30, Corollary 2.5]) Let f = Xp−Xa− b be in B[X;D](0).
If there exists an invertible element u ∈ ZD such that up−1 = a, then f is
a Galois polynomial in B[X;D] with a Galois group G =< σu−1 >, where
σu−1(x) = x+ u.
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1 Introduction

From [TV], recall that one can define a stack as a prestack in sPr(T ), the
model category of simplicial presheaves over a simplicial model category T ,
as an object F ∈ sPr(T ) satisfying hyperdescent, meaning being local with
respect to a certain class of hypercovers. To be precise, we consider hyper-
covers F → G in ssPr(T ) (viewed as constant simplicial objects), maps such
that for all n ≥ 0:

FR∆n → FR∂∆n ×hGR∂∆n GR∆n

is a covering. Those turn out to be π∗-equivalences as defined in [TV], maps
F → G in sPr(T ) such that for all n > 0, we have an isomorphism of sheaves
πn(F ) → πn(G), among other things. Such a map F → G would be a S-
colocal object in the language of [Hi]. Suppose we consider objects k̃0 other
than the sphere spectrum S in this definition of a local equivalence, cosim-
plicial resolutions of some k0, object of some class K0. Suppose further we
consider functors not valued in Set∆, the category of simplicial sets, but in
some category D, which for the moment we can suppose is a proper, cellu-
lar model category. It would be natural then for the sake of localization to
use internal Hom objects for the definition of homotopy function complexes,
as opposed to using Hom sets. As a matter of fact, we will closely follow
Hirschhorn’s work ([Hi]) regarding Bousfield localizations and make the ap-
propriate changes.

We start with a U-small pseudo-model category (C,W ) ([TV]), D0 a
proper, cellular, symmetric monoidal model category, and we consider the
functor category DCop

0 . Prestacks in this setting are functors F : Cop → D0

mapping equivalences to equivalences; if x → y is in W , then Fx → Fy
is an equivalence in D0. If D0 = Set∆, one can use the classical Yoneda
lemma: Fx ' Hom(hx, F ), hx = HomC(−, x) to see equivalence preserving
functors as local objects. For D0-enriched functors, we must consider en-
riched Yoneda: Fx '

∫
y∈Cop Hom(hx(y), Fy). Then Fx

'−→ Fy will follow

from Hom(Qhx, RF )
'−→ Hom(Qhy, RF ), hence the need for defining a no-

tion of local object using internal Hom objects. This leads us to defining the
internal left Bousfield localization LΓDC

op

0 = DCop ∧
0 of DCop

0 with respect to
Γ = {hy → hx | x→ y ∈ W op}.
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Our philosophy at this point departs markedly from the standard philos-
ophy of Homotopical Algebraic Geometry ([TV]) in that we have no topol-
ogy on C, and we limit ourselves to considering only one condition defining
π∗-local equivalences, namely πn(F )

'−→ πn(G) for all n > 0, which we in-
ternalize, using not spheres, but arbitrary objects k0 of some class of objects
K0 of DCop

0 :

Hom(k̃0, F̂ )
'−→ Hom(k̃0, Ĝ) (1)

where using the sphere spectrum S for π∗-local equivalences is replaced by
using a cosimplicial resolution k̃0 of a single object k0. Here F̂ is a fibrant
approximation to F . (1) would define what it means for F → G to be an
internal K0-colocal equivalence. From there we are naturally led to consider-
ing an internal right Bousfield localization RK0LΓDC

op

0 of DCop ∧
0 with respect

to K0, the class of K0-colocal equivalences.

Our main reference for Bousfield localizations will be [Hi], and we will
use [Ho] as a reference regarding monoidal model categories.

In Section 2 we present the main construction, giving a category of
prestacks DCop ∧

0 = LΓDC
op

0 from localizing DCop

0 along a subset Γ, followed
by further taking a right Bousfield localization along a class of colocal equiv-
alences, all concepts being redefined using internal Homs. In Section 3 we
present foundational results, such as the enriched Yoneda lemma, and local-
ization using internal Homs for homotopy function complexes. In Section 4
we discuss cardinality arguments needed in the proof of our main result, the
existence of a left Bousfield localization using internal Homs instead of Hom
sets. In Section 5 we present technical results needed to prove the existence
of such a localization, which is itself given in Section 6. In Section 7 we give
those results needed to prove the existence of a right Bousfield localization
using internal Homs, which is stated and proved in Section 8.

Relation to past work: it was pointed out to the author by J. Gutierrez
and D. White, that the present work is quite close to past work on the sub-
ject. In particular they both referenced two papers the author was wholly
unaware of, namely [B] and [GR]. As a matter of fact, Barwick’s work is
so close to the present one, the original thought of using the Hom from a
Quillen adjunction of two variables to define Bousfield localizations must be
credited to him. Presently we discuss localizations of symmetric monoidal
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model categories, and some work has been done on the subject, albeit in a
classical sense, not using internal Homs. This work can be found in [W] and
[WY] where such localizations are referred to as monoidal Bousfield localiza-
tions.

To come back to [W] and [GR], there are slight differences to be noted.
Barwick works with tractable categories, which are combinatorial, hence cofi-
brantly generated. We work with cellular model categories, which are also
cofibrantly generated. Barwick observes that he does not know of any left
proper combinatorial model category that is not tractable. To be safe we
will suppose they are different. On our part, we do not see how to relate
cellular model categories with tractable model categories. Our objects of
study are different. Additionally, Barwick works with V-enriched categories
C, for V a symmetric monoidal model category, and the “internal” Homs he
uses, derived from a Quillen adjunction of two variables due to this enrich-
ment, are objects in V . In particular he shows that for a small site C, for
V a tractable symmetric monoidal model category with cofibrant unit, VC
is a V-model category, so is enriched in V , on which we define an injective
local model structure as an enriched left Bousfield localization of VC with its
injective model structure. What we do instead is show that VC is a symmet-
ric monoidal model category with an internal Hom, and it is those internal
Homs we use in the definition of our version of Bousfield localizations, and
it is for this reason we call them internal Bousfield localizations, as opposed
to being enriched Bousfield localizations, which use Hom objects valued in V .

Regarding the Bousfield localization itself, Barwick’s construction is an
astute one. He does not define a new Bousfield localization. He uses what
we refer to as the classical Bousfield localization, that of Hirschhorn in [Hi].
If H is a set of maps we are localizing with respect to, S is a set representing
homotopy classes of H, I a generating set of cofibrations with cofibrant do-
mains, he shows his enriched Bousfield localization of a tractable, left proper
model category C is none other than LI�SC in the classical sense, and then
uses Theorem 17.4.16 of [Hi] to have his enriched Homs appear. His proof is
short, precisely because of his ingenious use of that result, as opposed to ours,
which is a tedious reworking of Hirschhorn’s work in [Hi] about left Bousfield
localization, in the event that Hom sets are replaced by internal Hom objects.
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Barwick’s work is elegantly generalized in [GR], in the larger setting of
combinatorial model categories. Gutierrez and Roitzhem consider a Quillen
adjunction of two variables between combinatorial model categories, C×D →
E , and they define the left Bousfield localization LSE of E with respect to a
set S of morphisms in C, which they call the S-local model structure on E .
In the notations of [B] as used above, if we consider a Quillen adjunction of
two variables C⊗V → C associated with a V-enrichment, then LSC = LI�SC,
which corresponds to a V-enriched left Bousfield localization of C with re-
spect to S as defined by Barwick.

Acknowledgments. The author would like to thank the organizers of the
“Exchange of Mathematical Ideas - 2018” conference for providing a terrific
work environment during which part of this work was done and presented.
The author is grateful to J. Gutierrez and D. White for pointing out past
work on the present subject.

2 Construction

We fix a universe U. Let (C,W ) be a U-small pseudo-model category, D0

a proper, cellular model category, DCop

0 the model category of functors from
Cop to D0. It is also a proper, cellular model category (Thm 13.1.14 and
Prop 12.1.5 of [Hi]). We aim to take left and right Bousfield localizations
of DCop

0 with respect to certain classes of maps, in a generalized sense. By
this we mean we will use internal Hom objects in the definition of homotopy
function complexes instead of Hom sets. We will prepare the ground for op-
erating such localizations. This is what “construction” is in reference to. We
will first introduce Γ = {hy → hx | x → y ∈ W op}, where ha = HomC(−, a)
and W denotes the class of weak equivalences in C. We will first construct
LΓDC

op

0 = DCop ∧
0 , the internal left Bousfield localization of DCop

0 with respect
to Γ. From that point forward, we will introduce a class K0 of objects in
DCop ∧

0 and consider the class K0 of internal K0-colocal equivalences. We will
then construct RK0DC

op ∧
0 the internal right Bousfield localization of DCop ∧

0

with respect to K0.

Many of the results we will discuss in this work are stated and proved
in the classical sense in [Hi]. To make comparison with those original state-
ments easier, next to each claim we will put in bracket the original indexation
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in [Hi] along with “mod”, indicating that we are stating a modified version
thereof.

2.1 Preserving equivalences

In a first time, we would like functors F : Cop → D0 to map equivalences
u : x → y in Cop to equivalences Fx → Fy in D0. For this purpose we
introduce the following class:

Γ = {hy → hx | x→ y ∈ W op}

If we were to use the classical Yoneda lemma, it would suffice to show we
have:

Hom(hx, F )
'−→ Hom(hy, F )

which would make F Γ-local in the terminology of [Hi]. However, F is D0-
valued, not Set-valued, so we use the enriched Yoneda lemma ([K]). In order
to do so we start to use internal Homs, hence we would want:

HomDCop
0

(hx, F )
'−→ HomDCop

0
(hy, F )

We will actually show:

HomDCop
0

(h̃x, F̂ )
'−→ HomDCop

0
(h̃y, F̂ )

in the Reedy structure of (DCop

0 )∆op
(h̃ cofibrant approximation to h, F̂ sim-

plicial resolution of F ) which will imply F maps equivalences to equivalences.

2.2 Monoidal structure

2.2.1 Definitions

In order to use internal Homs, we first ask that D0 be a monoidal model
category ([Ho]), with internal Hom HomD0

. For simplicity, every notion of
[Hi] using Hom sets that is generalized using internal Homs will be referred
to as a generalized or as an internal concept. For instance, we would define:

map(k0, F ) = HomDCop ∧
0

(k̃0, F̂ )

6
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as an internal right homotopy function complex (abbr. iRhfC), where k̃0 is
a cofibrant approximation to k0, and F̂ is a simplicial resolution of F .

For later purposes, we make the following definitions:

Definition 2.2.1.1. An internal right homotopy function complex (abbr.
iRhfC) is an object of (DCop

0 )∆op
of the form HomDCop

0
(X̃, Ŷ ), where X̃ is a

cofibrant approximation to X and Ŷ is a simplicial resolution of Y .

Definition 2.2.1.2. An internal left homotopy function complex (abbr. iL-
hfC) is an object of (DCop

0 )∆op
of the form HomDCop

0
(X̃, Ŷ ), where X̃ is a

cosimplicial resolution of X and Ŷ is a fibrant approximation to Y .

Note that hx = HomC(−, x) is a set-valued functor, not an object of DCop

0 .
Hence we ask that C be a D0-enriched category([K]). This we can do since
D0 is a monoidal category.

2.2.2 DCop0 is a monoidal model category

We will also need that DCop

0 be a monoidal model category. We define the
monoidal structure on DCop

0 point-wise: if F,G ∈ DCop

0 , then for any x ∈ C,
(F ⊗ G)(x) = Fx ⊗ Gx. Endow DCop

0 with the injective model structure;
equivalences and cofibrations are defined point-wise. This makes the tensor
product on DCop

0 a Quillen bifunctor. Indeed, let α : U → V be a cofibration
in DCop

0 , β : W → X a cofibration in DCop

0 as well, we need:

α�β : (V ⊗W )
∐
U⊗W

(U ⊗X)→ V ⊗X

to be a cofibration in DCop

0 , trivial if either of α or β is ([Ho]). Since we take
the injective model structure on DCop

0 , we have to check that pointwise: let
x ∈ Cop. We are looking at:

α�β(x) : (V x⊗Wx)
∐

Ux⊗Wx

(Ux⊗Xx)→ V x⊗Xx

Now U → V cofibration in DCop

0 with the injective model structure means
Ux→ V x cofibration in D0, and W → X cofibration means Wx→ Xx cofi-
bration in D0, and it follows that the above map is a cofibration in D0 (since

7
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it is a monoidal model category), and this for all x ∈ Cop, hence a cofibration
in DCop

0 . Since equivalences are defined pointwise, we also have that α�β is
trivial if either of α or β is. The second condition for being a monoidal model
category ([Ho]) is that if Q1→ 1 is a cofibrant approximation to the unit 1,
then for all X cofibrant, Q1 ⊗ X → 1 ⊗ X is a weak equivalence. Here we
assume the unit is cofibrant, a condition we will use later. If that is the case,
this condition is automatically satisfied. This makes DCop

0 into a monoidal
model category. Observe that having ⊗ a Quillen bifunctor, if C is cofibrant
in DCop

0 , then C ⊗ − : DCop

0 → DCop

0 is left Quillen, so preserves cofibrations
and trivial cofibrations, a fact that will be very important in the work that
follows.

2.2.3 Construction of HomDCop
0

The internal Hom of DCop

0 is formally defined as follows: an element α ∈
HomDCop

0
(F ⊗ G,H) is defined pointwise: for x ∈ C, α(x) : Fx ⊗ Gx → Hx

in D0. Now:

HomD0(Fx⊗Gx,Hx) ∼= HomD0(Fx,HomD0
(Gx,Hx))

so α(x) would correspond to some β(x) ∈ HomD0(Fx,HomD0
(Gx,Hx)). Let-

ting
HomD0

(Gx,Hx) = HomDCop
0

(G,H)(x) (2)

we have HomDCop
0

(G,H) ∈ DCop

0 , and with this notation:

HomDCop
0

(F ⊗G,H) ∼= HomDCop
0

(F,HomDCop
0

(G,H))

This can be formalized using the language of ends ([McL]). It suffices to
write, still using the identification (2):

HomDCop
0

(F ⊗G,H) ∼=
∫
x∈Cop

HomD0(Fx⊗Gx,Hx)

∼=
∫
x∈Cop

HomD0(Fx,HomD0
(Gx,Hx))

=

∫
x∈Cop

HomD0(Fx,HomDCop
0

(G,H)(x))

∼= HomDCop
0

(F,HomDCop
0

(G,H))

8
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We can make this more precise. From now on, we will assume that (D0,⊗)
is also symmetric. Following [GK], and working in full generality for later
purposes, consider M a closed symmetric monoidal category, which will be
D0 for us. An M-module structure on a category C is given by an action:

⊗ : C ×M→ C
(X,M) 7→ X ⊗M

This action is closed if we have two functors:

mapC : Cop × C →M
(X, Y ) 7→ mapC(X, Y )

and:

exp :Mop × C → C
(K,Y ) 7→ Y K

in such a manner that we have, for all K ∈ M, X, Y ∈ C, the following
natural isomorphisms:

HomC(X ⊗K,Y ) ∼= HomM(K,mapC(X, Y )) ∼= HomC(X, Y
K)

Now consider the following functor, where I is an indexing set:

MI ×M→MI

(X,K) 7→X ⊗K

defined by (X ⊗K)i = Xi ⊗K. This defines aM-module structure onMI .
It is closed if we use the following definitions: for X, Y ∈ MI , K ∈ M,
define Y K = HomM(K,Y ) by HomM(K,Y )i = HomM(K,Yi) and:

mapMI (X, Y ) =

∫
i

HomM(Xi, Yi)

In particular for M = D0 and I = Cop, this gives us, for X, Y ∈ DCop

0 ,
K ∈ D0:

HomDCop
0

(X⊗K,Y ) ∼= HomDCop
0

(X,HomD0
(K,Y )) ∼= HomD0(K,mapDCop

0
(X, Y ))

9
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Coming back to the general case, consider:

hi : I →M

j 7→ hi(j) =
∐
I(i,j)

1

where 1 is the unit of M. Define a monoidal structure on MI as follows:
for X, Y ∈ MI , let (X ⊗ Y )i = Xi ⊗ Yi, making (MI ,⊗) into a symmetric
monoidal category, which is furthermore closed, with internal Hom given by:

HomMI (X, Y )i = mapMI (hi ⊗X, Y )

=

∫
j∈I

HomM(hi(j)⊗Xj, Yj)

For M = D0 and I = Cop, this gives us the internal Hom in DCop

0 :

HomDCop
0

(F,G)(x) = mapDCop
0

(hx ⊗ F,G) (3)

=

∫
y∈Cop

HomD0
(hx(y)⊗ Fy,Gy)

=

∫
y∈Cop

HomD0
(hx(y),HomD0

(Fy,Gy)) (4)

= mapDCop
0

(hx,HomD0
(F−, G−)

We proceed from (4) to get (2) as follows. For any W :

HomD0(W,HomDCop
0

(F,G)(x)) = HomD0(W,

∫
y∈Cop

HomD0
(hx(y),HomD0

(Fy,Gy)))

=

∫
y∈Cop

HomD0(W,HomD0
(hx(y),HomD0

(Fy,Gy)))

=

∫
HomD0(W ⊗ hx(y),HomD0

(Fy,Gy))

= HomDCop
0

(W ⊗ hx,HomD0
(F−, G−))

Now we use the fact that if we define the evaluation functor Evi :MI →M
by Evi(X) = Xi and F : M → MI by Fi(M) = hi ⊗ M , then we have
Fi a Evi, which reads, for M = D0 and I = Cop:

HomDCop
0

(hx ⊗M,G) ∼= HomD0(M,G(x))

10
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using this in the previous computation gives us:

HomD0(W,HomDCop
0

(F,G)(x)) = HomD0(W,HomD0
(Fx,Gx))

and this being true for all W , we have:

HomDCop
0

(F,G)(x) ∼= HomD0
(Fx,Gx)

2.2.4 More on tensor products

As part of the construction, and for later purposes, we use the following
result of [GK], that if I is a Reedy category, M is a cofibrantly generated
symmetric monoidal model category with cofibrant unit, thenMI is a closed
symmetric monoidal model category. We use this for M = DCop ∧

0 , cellular,
in particular cofibrantly generated, with a symmetric monoidal structure and
a cofibrant unit. It follows that if we take I = ∆op, then (DCop ∧

0 )∆op
is a

symmetric monoidal model category, in particular ⊗ is a Quillen bifunctor.

Note that one has to keep track of what tensor products are used, whether
they are part of a monoidal structure, or a generalization thereof, for example
when we have model structures. For instance:

⊗ : (DCop ∧
0 )∆ ×DCop ∧

0 → (DCop ∧
0 )∆

(k̃0, D̃) 7→ k̃0 ⊗ D̃

defines a DCop ∧
0 -module structure on (DCop ∧

0 )∆. If D̃ is a cofibrant approxi-
mation to D, k̃0 a cosimplicial resolution of k0, in writing:

HomDCop ∧
0

(D̃,HomDCop ∧
0

(k̃0, X̂)) ∼= HomDCop ∧
0

(D̃ ⊗ k̃0, X̂)

as provided by Theorem 3.4.2, the tensor product D̃⊗ k̃0 makes sense. Here
we have used HomDCop ∧

0
= HomDCop

0
, for the simple reason that the definition

of an internal Hom is peculiar to the monoidal structure, not the model
structure, so is preserved after localization. This observation, which we will
make more precise, presupposes that DCop ∧

0 is a monoidal model category,
which we now show.

11
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2.2.5 DCop ∧0 is a monoidal model category

We show DCop ∧
0 is a monoidal model category. We use the same tensor

product as for DCop

0 , and we need that it be a Quillen bifunctor, that is it
satisfies the pushout-product axiom. First cofibrations in LΓDC

op

0 = DCop ∧
0

are those of DCop

0 as well. Then if in addition either of f or g is a iΓ-local
equivalence (Definition 6.2), so is f�g. Indeed let f : U → V , g : X → Y .
Without loss of generality, let’s assume f is a trivial cofibration. Then it is a
cofibration, and a iΓ-local equivalence by definition, that is Hom(Ṽ , Ŵ )

'−→
Hom(Ũ , Ŵ ) for W iΓ-local (Definition 6.1). Now iΓ-local equivalences form
an ideal class as shown in Section 5, which implies U ⊗ X → V ⊗ X is a
iΓ-local equivalence as well, hence so is Ũ ⊗ X̃ → Ṽ ⊗ X̃, and ⊗ being a
Quillen bifunctor on DCop

0 , for X̃ a cofibrant approximation to some object
X of DCop

0 , Ũ ⊗ X̃ → Ṽ ⊗ X̃ is a cofibration in DCop

0 if we take Ũ → Ṽ
a fibrant cofibrant approximation to U → V that is a cofibration in DCop

0 .
Hence Ũ ⊗ X̃ → Ṽ ⊗ X̃ is a cofibration in DCop ∧

0 as well, so it is a iΓ-local
equivalence and a cofibration, i.e. a trivial cofibration. Now:

Ũ ⊗ X̃

��

triv.cof.
// Ṽ ⊗ X̃

��

Ũ ⊗ Ỹ

triv.cof.
((

triv.cof.
// Ũ ⊗ Ỹ

∐
Ũ⊗X̃ Ṽ ⊗ X̃

'
��

Ṽ ⊗ Ỹ

where the bottom horizontal map is a trivial cofibration since those are pre-
served under pushout, Ũ ⊗ Ỹ → Ṽ ⊗ Ỹ is a trivial cofibration for the same
reason that Ũ ⊗ X̃ → Ṽ ⊗ X̃ is a trivial cofibration, hence the dotted arrow
is an equivalence by the 2-3 property.

Finally it suffices to show Ũ⊗Ỹ
∐

Ũ⊗X̃ Ṽ ⊗X̃ is a cofibrant approximation

to U ⊗Y
∐

U⊗X V ⊗X. It suffices to show Ã
∐

B̃ C̃
'−→ A

∐
B C in the event

that B̃ → C̃ corresponds to Ũ ⊗ X̃ → Ṽ ⊗ X̃, trivial cofibration as shown

12
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above. Then referring to the commutative diagram below:

B

��

// C

��

B̃

'
__

��

// C̃

'

ff

��

A // A
∐

B C

Ã

'
^^

// Ã
∐

B̃ C̃

ee

Ã → Ã
∐

B̃ C̃ is a trivial cofibration as pushout so a weak equivalence in
particular. In the top square B → C is an equivalence by the 2-3 property,
C → A

∐
B C cofibration, DCop

0 left proper, so A → A
∐

B C equivalence as
pushout of an equivalence along a cofibration. In the bottom square it follows
using the 2-3 property that Ã

∐
B̃ C̃ → A

∐
B C is an equivalence.

Then we also need that for any X cofibrant in LΓDC
op

0 , Q1⊗X → 1⊗X
is a weak equivalence in LΓDC

op

0 , i.e. a iΓ-local equivalence. X cofibrant
in DCop ∧

0 implies that it is cofibrant in DCop

0 as well. Then since DCop

0 is

a monoidal model category, Q1 ⊗ X
'−→ 1 ⊗ X, but equivalences are also

iΓ-local equivalences by Proposition 4.3.1, hence it is a weak equivalence in
LΓDC

op

0 as well. We conclude LΓDC
op

0 is a monoidal model category, with the
same tensor product ⊗ as DCop

0 , and HomDCop ∧
0

= HomDCop
0

.

2.3 Covers

We regard D0 as the first of a chain of proper cellular, symmetric monoidal
model categories, the idea being that we are interested in maps between
localizations of DCop

i → DCop

i+1. Denote by hi : Di → Di+1 a map of model
categories, that is, a left Quillen functor. It induces:

hC
op

i : DCop

i → DCop

i+1

pointwise. It follows from Proposition 11.6.5 of [Hi] that since our model
categories are cellular, in particular cofibrantly generated, this map is also
a left Quillen functor. We refer the reader to Definition 8.5.11 of [Hi] for

13
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defining the left derived functor LF of a left adjoint F , part of a Quillen
adjunction. Recall that C is D0-enriched, which means it is also Di-enriched
by composition with the hi’s. Define:

h(i) = hi−1 ◦ · · · ◦ h0

and
h(i)
x = h(i−1) ◦ hx

Let Γi be the following class of maps in DCop

i :

Γi = {h(i)
y → h(i)

x | x→ y ∈ W (Cop)}

Define:
LhCop

i Γi = {LhCop

i (g) | g ∈ Γi}

then by Theorem 3.3.20 of [Hi], we have a left Quillen functor:

hC
op

i : LΓi
DCop

i → LLhCop
i Γi
DCop

i+1

Observe that we have LhCop

i Γi ⊂ Γi+1. Indeed, for g ∈ Γi:

LhCop

i (g) = hC
op

i (C̃i(g)) = hi ◦ C̃i(g)

C̃i cofibrant approximation functor. But we may as well enlarge Γi to also
contain C̃i(g)’s since we use internal homotopy function complexes, and its
image by hi is therefore in Γi+1 by definition. It follows iLhCop

i Γi-local objects
contain iΓi+1-local objects, and consequently iLhCop

i Γi-local equivalences are
contained in iΓi+1-local equivalences. We are looking at the following picture:

Di

��

hi // Di+1

��

DCop

i

LΓi

��

hC
op

i // DCop

i+1

LLhCop
i

Γi

��

LΓi
DCop

i

hC
op

i // LLhCop
i Γi
DCop

i+1

If we introduce the right Quillen adjoint kC
op

i+1 of hC
op

i , then one can define
its right derived form following Definition 8.5.11 of [Hi], and Theorem 3.3.20

14
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again gives us that we have a Quillen adjunction (here we assume  LΓi
DCop

i is
right proper):

RRkCop
i+1Ki+1

LΓi
DCop

i

hC
op

i

�
kC

op
i+1

RKi+1
LLhCop

i Γi
DCop

i+1

induced from:

LΓi
DCop

i

RRkCop
i+1

Ki+1

��

hC
op

i // LLhCop
i Γi
DCop

i+1

RKi+1

��

RRkCop
i+1Ki+1

LΓi
DCop

i
hC

op

i

// RKi+1
LLhCop

i Γi
DCop

i+1

where Ki is a class of objects of DCop ∧
i and Ki = {Ki−colocal equivalences }.

This presupposes that the left localization of DCop

i is right proper, cellular.
That it is cellular is shown when we prove that we have an internal left
Bousfield localization, but whether it is right proper is not automatic. This
is something we have to assume. In other terms this construction holds
for symmetric monoidal model categories Di whose internal left Bousfield
localizations are right proper.

3 Foundational results

3.1 Elementary results

We list a few results that will be useful in the sequel. First we have:

Hom(1, A) ∼= A

since for any W , Hom(W,Hom(1, A)) ∼= Hom(W ⊗ 1, A) ∼= Hom(W,A). We
also have:

Hom(1,Hom(A,B)) ∼= Hom(A,B)

as it directly follows from the adjunction isomorphism Hom(1,Hom(A,B)) ∼=
Hom(1⊗ A,B) ∼= Hom(A,B). From this we have the very useful:

Proposition 3.1.1. Internal equivalences Hom(Ã, B̂)
'−→ Hom(Ã, Ĉ) imply

classical equivalences Hom(Ã, B̂)
'−→ Hom(Ã, Ĉ).

15
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Proof. It suffices to write:

Hom(1,Hom(Ã, B̂)) ' // Hom(1,Hom(Ã, Ĉ))

Hom(Ã, B̂ '
// Hom(Ã, Ĉ)

A very important result is the following, a modified version of Theorem
17.7.7 of [Hi]

Theorem[17.7.7 mod] 3.1.2. Let g : X → Y a map in DCop

0 . Then g is
a weak equivalence if and only if for all W g∗ : Hom(W̃ , X̂) → Hom(W̃ , Ŷ )
is a weak equivalence in (DCop

0 )∆op
, if and only if for all Z in DCop

0 , g∗ :
Hom(Ỹ , Ẑ)→ Hom(X̃, Ẑ) is a weak equivalences in (DCop

0 )∆op
.

Proof. Suppose g : X → Y is an equivalence, then by the original Theorem
17.7.7 of [Hi], we have the following top equivalence for any object W :

Hom(W̃ ⊗ A, X̂) ' // Hom(W̃ ⊗ A, Ŷ )

Hom(W̃ ⊗ Ã, X̂)

∼=
��

' // Hom(W̃ ⊗ Ã, Ŷ )

∼=
��

Hom(W̃ ,Hom(Ã, X̂)) '
// Hom(W̃ ,Hom(Ã, Ŷ ))

(5)

and this being true for any W it follows Hom(Ã, X̂)
'−→ Hom(Ã, Ŷ ). Con-

versely, if that is true, that implies by Proposition 3.1.1 Hom(Ã, X̂)
'−→

Hom(Ã, Ŷ ), hence an equivalence g : X
'−→ Y by the original Theorem

17.7.7. For the second part of the Theorem we proceed in like manner. For
any W we have:

Hom(W̃ ⊗ Y , Ẑ) ' // Hom(W̃ ⊗X, Ẑ)

Hom(W̃ ⊗ Ỹ , Ẑ)

∼=
��

Hom(W̃ ⊗ X̃, Ẑ)

∼=
��

Hom(W̃ ,Hom(Ỹ , Ẑ)) ' // Hom(W̃ ,Hom(X̃, Ẑ))
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The reasoning for showing that g is an equivalence if and only if if g∗ is an
equivalence is identical to the one above for showing that g is an equivalence
if and only if g∗ is one as well.

3.2 Yoneda

We take the left Bousfield localization of DCop

0 with respect to Γ = {hy →
hx | x→ y ∈ W (Cop)}. F ∈ DCop

0 is iΓ-local (see Definition 6.1) if it satisfies:

HomDCop
0

(h̃x, F̂ )
'−→ HomDCop

0
(h̃y, F̂ )

At the same time, recall that we initially wanted to have functors from Cop to
D0 to map equivalences to equivalences. Thus we need a Yoneda lemma for
enriched functors. We use [K] and [McL]. Consider a D0-functor F : Cop →
D0. Let x ∈ C. Then the morphism:

φy : Fx→ HomD0
(hx(y), Fy)

expresses Fx as the end
∫
y∈Cop HomD0

(hx(y), Fy). Observe that we could

have obtained this result using the D0-module structure on DCop

0 : We have:

mapDCop
0

(hx, F ) =

∫
y∈Cop

HomD0
(hx(y), Fy)

but we also have, with (3):

mapDCop
0

(hx, F ) = mapDCop
0

(hx ⊗ 1, F )

= HomDCop
0

(1, F )(x)

= F (x)

hence:

F (x) =

∫
y∈Cop

HomD0
(hx(y), Fy)

We improve on this result since we still have to connect this to a iRhfC.

Theorem 3.2.1.

Fx ∼=
∫
y∈Cop

HomD0
(h̃x(y), Fy) (6)
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Proof. This is an adaptation of the proof found in [K]. Consider any D0-
natural map αcy : X → Hom(h̃x(y), Fy) whose adjoint we will represent

by the same letter: αcy : h̃x(y) → Hom(X,Fy). We have φcy : Fx →
Hom(h̃x(y), Fy), with adjoint again represented by the same letter, φcy :

h̃x(y)→ Hom(Fx, Fy). We want to show there is a unique η : X → Fx such
that αcy = φcyη, and that will prove our result. For the adjoint, that amounts
to showing there exists a unique η such that the triangular diagram below
commutes:

αy : hx(y) // Hom(Fx, Fy)
Hom(η,id)

// Hom(X,Fy)

h̃x(y)

'

OO
φcy

77

αc
y

33

but from the classical proof we know there is such a η, and it is unique, hence
by composition we have our result.

3.3 Localization with respect to Γ

Recall that we aim to have functors F : Cop → D0 that map equivalences to
equivalences. This is implemented using a Bousfield localization with respect
to Γ = {hy → hx | x→ y ∈ W (Cop)}. Recall that F : Cop → D0 is iΓ-local if
for any element of Γ, we have:

HomDCop
0

(h̃x, F̂ )
'−→ HomDCop

0
(h̃y, F̂ ) (7)

where h̃ is a cofibrant approximation of h, and F̂ is a simplicial resolu-
tion of F . Recall that for simplicial objects X̂, we define the simplicial set
Hom(A, X̂), as in [Hi]:

Hom(A, X̂)n = Hom(A, X̂n)

We show (7) implies Fx
'−→ Fy if x → y is in W if F is iΓ-local. We use

the enriched Yoneda lemma (6):

Fx ∼=
∫
y∈Cop

HomD0
(h̃x(y), Fy)
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Since HomDCop
0

(h̃x, F̂ )
'−→ HomDCop

0
(h̃y, F̂ ) is an equivalence in the Reedy

model structure of (DCop

0 )∆op
, this means for all [n] ∈ ∆, we have:

HomDCop
0

(h̃x, F̂ )n
' // HomDCop

0
(h̃y, F̂ )n

HomDCop
0

(h̃x, F̂n) ' // HomDCop
0

(h̃y, F̂n)

(8)

F̂ being a simplicial resolution of F means cs∗(F )
'−→ F̂ , where cs∗ is

the constant simplicial functor. This being a Reedy weak equivalence in
(DCop

0 )∆op
, it follows that for all [n] ∈ ∆, we have equivalences in DCop

0 :

F = (cs∗(F ))n
'−→ F̂n. It follows from (8):

F̂n(x) ∼=
∫
t∈Cop HomD0

(h̃x(t), F̂n(t)) ' // F̂n(y) ∼=
∫
t∈Cop HomD0

(h̃y(t), F̂n(t))

F (x)

' D0

OO

'
// F (y)

' D0

OO

where the bottom equivalence follows from the 2-3 property. This shows iΓ-
local objects map equivalences to equivalences.

3.4 Hom(X̃, Ŷ ) is fibrant

Crucial in all our work is the fact that internal homotopy function complexes
are fibrant objects. This is needed to use Theorem 17.7.7 to prove its modified
version, Theorem 3.1.2. We state this as a result:

Proposition 3.4.1. Let C be cofibrant in DCop

0 , X̂ a simplicial resolution of
X ∈ DCop

0 . Then HomDCop
0

(C, X̂) is fibrant in the Reedy model structure of

(DCop

0 )∆op
.

Proof. Hom(C, X̂) fibrant means Hom(C, X̂)→ ∗ is a fibration in (DCop

0 )∆op
,

where ∗ denotes the terminal object of (DCop

0 )∆op
. This is true if for all

[n] ∈ ∆, we have:

Hom(C, X̂)n = Hom(C, X̂n)→ ∗×Mn∗MnHom(C, X̂)
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is a fibration in DCop

0 , where MnA is the n-th matching object of A (see [Hi]).
Given the definition of the matching object, the object on the right of this
map simplifies as MnHom(C, X̂), wich is equal to Hom(C,MnX̂), since the
matching object is a limit, and the internal Hom commutes with limits. Thus
we seek to show that:

Hom(C, X̂n)→ Hom(C,MnX̂)

is a fibration in DCop

0 . Let D → E be a trivial cofibration in DCop

0 . We need
a lift α in the commutative diagram below:

D

triv
cof
��

// Hom(C, X̂n)

��

E

α

99

// Hom(C,MnX̂)

by adjunction this is equivalent to having a lift in the diagram below:

D ⊗ C

��

// Xn

��

E ⊗ C

::

//MnX̂

but C is cofibrant, ⊗ is a left Quillen functor, so D⊗C → E⊗C is a trivial
cofibration, and X̂ being a simplicial resolution, it is fibrant in (DCop

0 )∆op
, so

we have such a lift, which completes the proof.

The other internal homotopy function complex we work with is the one
we consider after having taken a left Bousfield localization with respect to
Γ, and we find ourselves in DCop ∧

0 = LΓDC
op

0 . The iLhfC of interest is now
HomDCop ∧

0
(k̃0, F̂ ), where k0 ∈ K0, k̃0 is a cosimplicial resolution of k0, and F̂

is a fibrant approximation to F . As a preliminary result, we prove:

Theorem 3.4.2.

HomDCop ∧
0

(D̃,HomDCop ∧
0

(k̃0, X̂)) ∼= HomDCop ∧
0

(D̃ ⊗ k̃0, X̂)

Proof. Since for k̃0 a cosimplicial resolution, we have Hom(k̃0, A)n = Hom(k̃0n, A),
and for Ŵ a simplicial resolution we have Hom(Y, Ŵ )n = Hom(Y, Ŵn), it suf-
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fices to show this isomorphism of simplicial sets on components:

Hom(D̃,Hom(k̃0, X̂))n = Hom(D̃,Hom(k̃0, X̂)n)

= Hom(D̃,Hom(k̃0n, X̂))

∼= Hom(D̃ ⊗ k̃0n, X̂)

= Hom((D̃ ⊗ k̃0)n, X̂)

= Hom(D̃ ⊗ k̃0, X̂)n

Proposition 3.4.3. For k̃0 a cofibrant approximation to k0, F̂ a simplicial
resolution of F , objects of DCop ∧

0 , HomDCop ∧
0

(k̃0, F̂ ) is fibrant in the Reedy

model structure of (DCop ∧
0 )∆op

.

Proof. It follows from the adjunction isomorphism, that the adjoint to:

h0

��

// Hom(k̃0, X̂)

��

l0 // Hom(t̃0, X̂)×Hom(t̃0,Ŷ ) Hom(k̃0, Ŷ )

is the following diagram:

t̃0 ⊗ l0
∐

t̃0⊗h0
k̃0 ⊗ h0

��

// X̂

��

k̃0 ⊗ l0 // Ŷ

In particular if Ln denotes the nth-latching object functor,

C̃

��

// Hom( ˜k0,n, X̂)

��

D̃ // Hom(Lnk̃0, X̂)×Hom(Lnk̃0,Ŷ ) Hom( ˜k0,n, Ŷ )

which simplifies to:

C̃

��

// Hom(k̃0, X̂)

��

D̃ //MnHom(k̃0, X̂)
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if Ŷ = ∗, has:

Lnk̃0 ⊗ D̃
∐

Lnk̃0⊗C̃
˜k0,n ⊗ C̃

��

// X̂

��˜k0,n ⊗ D̃ // ?

for adjoint. Now the map on the right is a fibration. If the one on the left is a
trivial cofibration, we have a lift, and that would prove our claim. But C̃ → D̃
is a cofibration, ⊗ is a Quillen bifunctor since (DCop ∧

0 )∆op
is a symmetric

monoidal model category as argued in Section 2.2.4, hence k̃0 being cofibrant
in (DCop ∧

0 )∆op
as a cosimplicial resolution, the functor k̃0 ⊗ − : DCop ∧

0 →
(DCop ∧

0 )∆op
is a left Quillen functor, so preserves trivial cofibrations, hence

k̃0 ⊗ C̃ → k̃0 ⊗ D̃ is a trivial cofibration in (DCop ∧
0 )∆op

, which means exactly
that the left vertical map in the above commutative diagram is a trivial
cofibration in DCop ∧

0 by definition of cofibrations in Reedy model categories.
This completes our proof.

3.5 Simplicial resolution

In this subsection, we show that Hom(A, X̂) is a simplicial resolution of
Hom(A,X) if X̂ is a simplicial resolution of X. This fact is implied in the
proof of Proposition 3.1.2. This follows from Proposition 17.4.16 of [Hi],
which states that if F :M � N : G is a Quillen adjunction, X is cofibrant
in M, Y is fibrant in N , Ŷ is a simplicial resolution of Y , then G(Ŷ ) is a
simplicial resolution of G(Y ). We apply this to the case:

−⊗ A : DCop

0 � DCop

0 : Hom(A,−) = G

Let Ŷ be a simplicial resolution of Y fibrant. Then G(Ŷ ) = Hom(A, Ŷ ) is
a simplicial resolution of G(Y ) = Hom(A, Y ). For any Y , take a fibrant
replacement of Hom(A, Y ):

Hom(A, Y )
'−→ RHom(A, Y ) = RG(Y )

= G(RY ) = Hom(A,RY )

so that we have Hom(A, Y )
'−→ Hom(A,RY ), which implies that cs∗Hom(A, Y )

'−→
cs∗Hom(A,RY )

'−→ Hom(A, Ŷ ). Here Ŷ is a simplicial resolution of RY .

But Y
'−→ RY implies cs∗Y

'−→ cs∗RY
'−→ Ŷ , so Ŷ is also a simplicial
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resolution of Y , and we have that Hom(A, Ŷ ) is a simplicial resolution of
Hom(A, Y ) as claimed. In the same manner we would show that if Ỹ is
a cosimplicial resolution of Y , then Hom(Ỹ , B) is a simplicial resolution of
Hom(Y,B).

3.6 Equivalence of internal homotopy function com-
plexes

Our internal homotopy function complexes are defined as the homotopy func-
tion complexes of [Hi], save that instead of using Hom sets, we use internal
Homs. We want those internal homotopy function complexes to be indepen-
dent of the choice of resolutions and approximations used in defining them.
We first need a couple of definitions, variants of those found in [Hi]:

Definition 3.6.1. A change of iRhfC map:

(X̃, Ŷ ,Hom(X̃, Ŷ ))→ (X̃ ′, Ŷ ′,Hom(X̃ ′, Ŷ ′))

is a triple (f, g, h) formed of a map of cofibrant approximations f : X̃ → X̃ ′,
a map of simplicial resolutions g : Ŷ → Ŷ ′ and the map of simplicial objects
h : Hom(X̃, Ŷ )→ Hom(X̃ ′, Ŷ ′) induced by f and g.

Definition 3.6.2. For X, Y ∈ DCop

0 , we define the category iRhfC(X, Y ) to
be the category of iRhfC’s from X to Y and with changes of iRhfC maps as
morphisms.

Theorem 3.6.3. Let X, Y ∈ DCop

0 . Then any two iRhfC’s from X to Y are
connected by an essentially unique zig-zag of changes of iRhfC maps.

Proof. This follows from Thm 14.4.5 of [Hi], which states that if C is a cat-
egory, X, Y ∈ C, BC is contractible, then there exists an essentially unique
zig-zag from X to Y in C, and the proposition that follows, a modified version
of Proposition 17.2.10 of [Hi] to the internal setting.

Proposition 3.6.4. Let X, Y ∈ DCop

0 . Then BiRhfC(X, Y ) is contractible.

Proof. We have BiRhfC(X, Y ) = BsRes(Hom(X̃, Y )) by Section 3.5, where
sRes stands for simplicial resolution, and this latter category is contractible
by Proposition 16.1.5 of [Hi]
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4 The cardinal γ in the proof of Proposition

4.5.1

To prove that we have an internal left Bousfield localization, we use Theo-
rem 11.3.1 of [Hi], which itself needs Proposition 4.5.1 that we generalize to
our setting. The proof of the latter proposition in the classical case uses a
cardinal γ. Following Definition 4.5.3 of [Hi], γ = ξξ, where ξ is the smallest
cardinal that is at least as large as any of the cardinals that are the subject
of the following five sections. We use the same definitions in the generalized
case.

4.1 Size of the cells of DCop0

By definition, the size of the cells of a cellular model categoryM is the small-
est cardinal for which Theorem 12.3.1 of [Hi] holds. This theorem makes no
use of a notion of equivalence, and can be used as is, hence holds also in the
internal setting. Hence we can define the size of the cells of DCop

0 following
that result.

4.2 Compactness of the domains of I

DCop

0 is a cellular model category, in particular cofibrantly generated, and let
I denotes its set of generating cofibrations. Let η, as in [Hi], be a cardinal
such that the domains of elements of I are η-compact.

4.3 Cardinal λ in the proof of Theorem 4.3.1

As in [Hi], let λ be the cardinal used in the proof of Theorem 4.3.1. This re-

sult invokes a set Λ̃Γ, originally introduced in Proposition 4.2.5 of [Hi], which
uses equivalences, and therefore needs to be stated and proved in the internal
setting. To prove it, we invoke the equivalence between Γ-local equivalences
and iΓ-local equivalences (Lemma 5.11). In the proof of the original Proposi-
tion, one result is interesting in its own right, and we prove it in the internal
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case, it is Proposition 4.3.1 below. We need it in Section 2.2.5.

Proposition[3.1.5 mod] 4.3.1. Let Γ be a class of maps in DCop

0 . Then
any weak equivalence in DCop

0 is also a iΓ-local equivalence.

Proof. Let A → B be a weak equivalence in DCop

0 . If X is a iΓ-local object,

we want Hom(B̃, X̂)
'−→ Hom(Ã, X̂), Ã a cofibrant approximation to A, and

X̂ a simplicial resolution to X. For C cofibrant in DCop

0 , we have:

Hom(C,Hom(B̃, X̂))

∼=
��

// Hom(C,Hom(Ã, X̂))

∼=
��

Hom(C ⊗ B̃, X̂) // Hom(C ⊗ Ã, X̂)

Hom(C̃ ⊗B, X̂) '
// Hom(C̃ ⊗ A, X̂)

In the last line, we have used the fact that C̃ ⊗ A = C̃ ⊗ Ã since:

C ⊗ Ã ' // C ⊗ A

C̃ ⊗ Ã

'

OO

'

::

and we have used the fact that ⊗ being a left Quillen functor, C being cofi-
brant, if Ã → B̃ is a fibrant cofibrant approximation to A → B that is a
cofibration, then C ⊗ Ã → C ⊗ B̃ is a trivial cofibration as well, in partic-
ular it is a weak equivalence, so by the original result of [Hi], it is a Γ-local

equivalence, hence C̃ ⊗ A→ C̃ ⊗B is a Γ-local equivalence so that the bot-
tom horizontal map above is an equivalence, since X iΓ-local is also Γ-local
by Lemma 5.10. It follows from the above commutative diagram and Theo-
rem 17.7.7 of [Hi] that we have an equivalence Hom(B̃, X̂)→ Hom(Ã, X̂) in
(DCop

0 )∆op
, that is A→ B is a iΓ-local equivalence.

Proposition[4.2.5 mod] 4.3.2. If I denotes the set of generating cofibra-

tions of DCop

0 , Γ is a class of maps in DCop

0 , then there exists a set Λ̃Γ of
relative I-cell complexes whose domains are cofibrant, such that every ele-
ment of Λ̃Γ is a iΓ-local equivalence, and an object W is iΓ-local if and only
if W → ∗ is a Λ̃Γ-injective.
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Proof. By Lemmas 5.10 and 5.11, this is equivalent to the original Proposi-
tion.

The cardinal in Theorem 4.3.1 of [Hi] is λ = succ(κ), κ a cardinal which
according to Lemma 10.4.6 of [Hi] is such that the domain of every element

of Λ̃Γ is κ-small relative to the subcategory of relative Λ̃Γ-cell complexes.
This is a classical notion and needs not be generalized.

4.4 Cardinal κ in Proposition 12.5.3 of [Hi]

This proposition is applied to the set Λ̃Γ. It mentions a cardinal κ at least as
large as four kinds of cardinals, two of which are cardinals given by Propo-
sition 12.5.2 of [Hi], which makes use of a Hom set. We generalize this
Proposition presently:

Proposition[12.5.2 mod] 4.4.1. If X is a cofibrant object of DCop

0 , then
there is a cardinal η such that for ν ≥ 2 a cardinal, Y a cell complex of size
ν, Hom(X, Y ) has cardinality at most νη.

Proof. Let C be cofibrant inDCop

0 . We have Hom(C,Hom(X, Y )) ∼= Hom(C⊗
X, Y ). Since we are in a monoidal model category, C ⊗ X is again cofi-
brant. We apply the original Proposition of [Hi] to C ⊗ X, cofibrant, and
Y , which gives size(Hom(C ⊗ X, Y )) ≤ νη. Finally, size(Hom(X, Y )) <
size(Hom(C,Hom(X, Y )) = size(Hom(C ⊗ X, Y )), which completes the
proof.

4.5 Cardinal κ in Proposition 12.5.7 of [Hi]

κ is an infinite cardinal at least as large as four types of cardinals, two of
which are given by Proposition 4.4.1 above, and one of which is given by
Definition 12.5.5 of [Hi], which invokes a smallness argument, hence does not
need to be modified.
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5 Results needed for an internal left Bous-

field Localization

The following result is the first one that is needed to prove that we do have
an internal left Bousfield localization:

Proposition[3.2.3 mod] 5.1. For Γ a class of maps in DCop

0 , the class of
iΓ-local equivalences satisfies the 2-3 property.

Proof. This is just a generalization of Hirschhorn’s proof in [Hi]: let g : X →
Y , h : Y → Z be maps, apply a functorial cofibrant factorization to those:

X̃

��

g̃
// Ỹ

��

h̃ // Z̃

��

X
g
// Y

h // Z

where g̃, h̃ and h̃g̃ are cofibrant approximations to g, h and hg respectively.
Those exist by virtue of Proposition 8.1.23 of [Hi]. Let W be a iΓ-local
object, Ŵ a simplicial resolution of W . To say for example that g is a
iΓ-local equivalence would mean:

HomDCop
0

(Ỹ , Ŵ )
'−→ HomDCop

0
(X̃, Ŵ )

is an equivalence in (DCop

0 )∆op
, where equivalences satisfy the 2-3 property,

so if two of g̃∗ : Hom(Ỹ , Ŵ )→ Hom(X̃, Ŵ ), h̃∗ : Hom(Z̃, Ŵ )→ Hom(Ỹ , Ŵ )
or (h̃g̃)∗ : Hom(Z̃, Ŵ )→ Hom(X̃, Ŵ ) is a weak equivalence, so is the third,
which completes the proof.

In the statement of Theorem 11.3.1, mention is made of a set J , which
exists by virtue of Proposition 4.5.1 which we generalize presently. Its proof
uses three results of [Hi], two of which make use of a notion of equivalence, and
therefore have to be generalized. Their proof needs the following definition,
along with two lemmas, Lemma 5.10 and Lemma 5.11 which we state and
prove after those two results.

Definition 5.2. A class of maps S in a symmetric monoidal model category
M is said to be an ideal class of maps if for all f : A→ B in S, for all object
C of M, C ⊗ A→ C ⊗B is also in S.
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Observe that the set of iΓ-local equivalences and the set of Γ-local equiv-
alences form ideal classes.

Lemma 5.3. The class of iΓ-local equivalences forms an ideal class.

Proof. Let f : X → Y be an iΓ-local equivalence, let C be any object. We
show C ⊗ f is also a iΓ-local equivalence, that is if W is a iΓ-local object,
Hom(Ỹ , Ŵ )

'−→ Hom(X̃, Ŵ ) implies Hom(C̃ ⊗ Ỹ , Ŵ )
'−→ Hom(C̃ ⊗ X̃, Ŵ ).

Let Z be any object. We have:

Hom(Z̃,Hom(C̃ ⊗ Ỹ , Ŵ )

∼=
��

'

""

Hom(Z̃ ⊗ C̃ ⊗ Ỹ , Ŵ )
∼= // Hom(Z̃ ⊗ C̃,Hom(Ỹ , Ŵ ))

'
��

Hom(Z̃ ⊗ C̃,Hom(X̃, Ŵ ))

∼=
��

Hom(Z̃,Hom(C̃ ⊗ X̃, Ŵ ))

and this for any Z shows by Theorem 17.7.7 of [Hi] that we have our desired
equivalence, hence C ⊗ f is a iΓ-local equivalence.

Lemma 5.4. The class of Γ-local equivalences forms an ideal class.

Proof. Let A → B be a Γ-local equivalence, Ã → B̃ a fibrant cofibrant
approximation to A→ B that is a cofibration. For any C, C̃⊗ Ã→ C̃⊗ B̃ is
a trivial cofibration since ⊗ is a Quillen bifunctor on DCop

0 and C̃ is cofibrant.
In particular this map is a Γ-local equivalence, so for W a Γ-local object

Hom(C̃ ⊗B, Ŵ )
'−→ Hom(C̃ ⊗ A, Ŵ ), so that C ⊗ A→ C ⊗ B is a Γ-local

equivalence.

Definition 5.5. A class of objects C in a symmetric monoidal model category
M is said to be an ideal class of objects if for any C ∈ C, for any object X
of M, X ⊗ C is again in C.

We need the following fact for having an internal right Bousfield localiza-
tion:
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Lemma 5.6. In a right proper, cellular model category M, K a class of
objects in M, K the class of iK-colocal equivalences (Definition 8.2), then
the class of iK-colocal objects (Definition 8.1) is an ideal class.

Proof. Let W be a iK-colocal object, f : X → Y an element of K. We have
an equivalence of iLhfC’s: Hom(W̃ , X̂)

'−→ Hom(W̃ , Ŷ ). Now let D ∈M.

We wish to show Hom(D̃ ⊗W, X̂)
'−→ Hom(D̃ ⊗W, Ŷ ). It suffices to con-

sider for all Z cofibrant in M:

Hom(Z,Hom(D̃ ⊗W, X̂)) // Hom(Z,Hom(D̃ ⊗W, Ŷ ))

Hom(Z,Hom(diagD̃ ⊗ W̃ , X̂))

∼=
��

Hom(Z,Hom(diagD̃ ⊗ W̃ , Ŷ ))

∼=
��

diagHom(Z ⊗ D̃,Hom(W̃ , X̂)) '
// diagHom(Z ⊗ D̃,Hom(W̃ , Ŷ ))

having the bottom equivalence by definition of a iK-colocal object, it follows
that we have the top horizontal map to be an equivalence, hence by Theorem
17.7.7 of [Hi] we have our desired equivalence, hence D⊗W is iK-colocal.

In the above proof, we used:

Lemma 5.7. diagHom(Z⊗D̃,Hom(W̃ , Ŷ )) ∼= Hom(Z,Hom(diag(D̃⊗W̃ ), Ŷ ))

Proof. We check this componentwise:

diagHom(Z ⊗ D̃,Hom(W̃ , Ŷ ))n = Hom((Z ⊗ D̃)n, (Hom(W̃ , Ŷ ))n)

= Hom(Z ⊗ D̃n,Hom(W̃n, Ŷ ))

∼= Hom(Z,Hom(D̃n ⊗ W̃n, Ŷ ))

= Hom(Z,Hom(diag(D̃ ⊗ W̃ )n, Ŷ ))

= Hom(Z,Hom(diag(D̃ ⊗ W̃ ), Ŷ )n)

= Hom(Z,Hom(diag(D̃ ⊗ W̃ ), Ŷ ))n

The first result is the following:
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Proposition[4.5.6 mod] 5.8. If Γ is a set of maps in the left proper, cellular
model category DCop

0 , if p : X → Y has the right lifting property with respect
to those inclusions of subcomplexes i : C → D that are iΓ-local equivalences
and for which the size of D is at most γ, the cardinal described in the previous
section, then p has the right lifting property with respect to all inclusions of
subcomplexes that are iΓ-local equivalences.

Proof. Suppose p : X → Y is a map that satisfies the conditions of the
proposition. Let i : C → D be an inclusion of cell subcomplexes that is
a iΓ-local equivalence and such that the size of D is at most γ. It is also
a Γ-local equivalence by Lemma 5.11. Since i is a Γ-local equivalence, p
has the right lifting property with respect to all inclusions of subcomplexes
that are also Γ-local equivalences and for which the size of D is at most γ.
The original Proposition 4.5.6 can then be used to conclude p has the right
lifting property with respect to all inclusions of subcomplexes that are also
Γ-local equivalences, which are also iΓ-local equivalences by Lemma 5.11.
This completes the proof.

The second result is the following:

Lemma[4.5.2 mod] 5.9. If Γ is a set of maps in the left proper, cellular
model categoryDCop

0 , if p : E → B is a fibration with the right lifting property
with respect to all inclusions of cell complexes that are iΓ-local equivalences,
then it has the right lifting property with respect to all cofibrations that are
iΓ-local equivalences.

Proof. The reasoning is similar to the previous result; since iΓ-local equiva-
lences are also Γ-local equivalences, the original Lemma 4.5.2 applies, p has
the right lifting property with respect to all cofibrations that are also Γ-local
equivalences, which are also iΓ-local equivalences.

Lemma 5.10. The class of iΓ-local objects of DCop

0 coincides with the class
of Γ-local objects.

Proof. Let W be a iΓ-local object in DCop

0 , let A→ B be an object of Γ. Then
Hom(B̃, Ŵ )→ Hom(Ã, Ŵ ) is an equivalence, which implies the equivalence
Hom(B̃, Ŵ ) → Hom(Ã, Ŵ ), which exactly means that W is Γ-local as well.
Conversely, let W be Γ-local, let A → B in Γ ⊂ Γ − loc.equ′s. Now those
form an ideal class, so for any C, C ⊗ A → C ⊗ B is a Γ-local equivalence,
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hence we have an equivalence at the bottom of the commutative diagram
below:

Hom(C̃,Hom(B̃, Ŵ )) //

∼=
��

Hom(C̃,Hom(Ã, Ŵ ))

∼=
��

Hom(C̃ ⊗ B̃, Ŵ ) '
// Hom(C̃ ⊗ Ã, Ŵ )

and this for any C, so by Theorem 17.7.7 of [Hi], it follows that Hom(B̃, Ŵ )
'−→

Hom(Ã, Ŵ ), that is W is iΓ-local.

Lemma 5.11. The set of Γ-local equivalences equals the set of iΓ-local equiv-
alences.

Proof. Let C → D be a Γ-local equivalence. If A is an object of DCop

0 ,
A⊗C → A⊗D is also a Γ-local equivalence since those form an ideal class.
This means for all W iΓ-local, in particular Γ-local by the preceding lemma:

Hom(Ã⊗D, Ŵ )

∼=
��

' // Hom(Ã⊗ C, Ŵ )

∼=
��

Hom(Ã,Hom(D̃, Ŵ )) '
// Hom(Ã,Hom(C̃, Ŵ ))

having the equivalence at the bottom of this diagram implies that we have
an equivalence Hom(D̃, Ŵ )→ Hom(C̃, Ŵ ) for all iΓ-local object W by The-
orem 17.7.7 of [Hi] so C → D is also a iΓ-local equivalence. Conversely,
since equivalences of ihfC’s imply equivalences of hfC’s, it follows iΓ-local
equivalences are also Γ-local equivalences, which completes the proof.

Proposition[4.5.1 mod] 5.12. In the left proper, cellular model category
DCop

0 , if Γ is a set of maps, then there exists a set JΓ of inclusions of cell com-
plexes such that the class of iJΓ-cofibrations equals the class of cofibrations
that are iΓ-local equivalences.

Proof. The proof is almost identical to that of [Hi], save that it is generalized.
We let JΓ be a set of representative of isomorphism classes of inclusions of
cell complexes that are iΓ-local equivalences of size at most γ. This cardinal
is the one described in the previous section. The result follows, as in [Hi] in
the classical case, from Proposition 5.8 and Lemma 5.9, as well as Corollary
10.5.22 of [Hi], which we use verbatim since it does not make use of a notion
of equivalence.
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6 Internal left Bousfield localization

Definition 6.1. For Γ a class of maps in DCop

0 , W ∈ DCop

0 is said to be iΓ-
local if it is fibrant and for any f : A→ B in Γ, the induced map of iRhfC’s
f ∗ : HomDCop

0
(B̃, Ŵ )→ HomDCop

0
(Ã, Ŵ ) is a weak equivalence in (DCop

0 )∆op
.

Definition 6.2. A map g : X → Y in DCop

0 is said to be a iΓ-local equivalence
if for all iΓ-local objectW , the induced map of iRhfC’s g∗ : HomDCop

0
(Ỹ , Ŵ )→

HomDCop
0

(X̃, Ŵ ) is a weak equivalence in (DCop

0 )∆op
.

Theorem 6.3. If Γ is a class of maps in the proper, cellular model cate-
gory DCop

0 , then if we define a class of equivalences on DCop

0 (the category

underlying DCop

0 ) as being iΓ-local equivalences, if we define cofibrations as
being those of DCop

0 , and if define fibrations as being those maps having the
right lifting property with respect to those maps that are cofibrations and
iΓ-local equivalences, this defines a model structure on DCop

0 that we denote

by LΓDC
op

0 = DCop ∧
0 and which we call an internal left Bousfield localization

of DCop

0 along Γ. Further, DCop ∧
0 is a left proper, cellular model category.

Proof. We adapt the classical proof, which uses Theorem 11.3.1 of [Hi], which
we use as is. The reader is referred to [Hi] for its statement. By Proposition
5.1, the class of iΓ-local equivalences satisfies the 2-3 property. This is one
needed assumption of Theorem 11.3.1. Another assumption about this class
we need for Theorem 11.3.1 to hold is that it be closed under retracts. This
follows in the classical case from Proposition 3.2.4 of [Hi], which holds in
the internal case as well. Consider now the set JΓ provided by Proposition
5.12. Let I be the set of generating cofibrations of DCop

0 . By definition, I
permits the small object argument, hence condition 1 of Theorem 11.3.1 is
satisfied. Since every element of JΓ has a cofibrant domain, small relative
to the subcategory of cofibrations by Theorem 12.4.3 of [Hi] as argued in
the same paper, hence in particular small relative to JΓ, this latter satisfies
condition 1 of Theorem 11.3.1 as well. Indeed elements of JΓ are relative
I-cell complexes, which are in I−cof by Proposition 10.5.10 of [Hi], and this
is the subcategory cof of cofibrations, so JΓ ⊂ cof . Condition 2 of Theorem
11.3.1 is that JΓ−cof ⊂ I−cof∩W , with W = iΓ−loc.equ′s, and this follows
from Proposition 5.12: JΓ−cof = cof∩W = I−cof∩W . Condition 3 states
I − inj ⊂ JΓ − inj ∩W . Proposition 5.12 implies JΓ − cof is a subcategory
of cof = I − cof , hence JΓ − inf ⊃ I − inj. Finally I − inj = triv.fibr., in
particular weak equivalences, which are iΓ-local equivalences, i.e. in W , so
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I− inj ⊂ JΓ− inf ∩W . The last condition of Theorem 11.3.1, condition 4a,
is satisfied by Proposition 5.12, as argued in [Hi]. This completes the proof
that we have a model structure. To show it yields a left proper, cellular
model category, we follow exactly the proof of [Hi]. There is no manifest
modification going to the general case, so we just refer the reader to the
proof in [Hi].

7 Results needed in the proof of Thm 5.1.1

We will prove a modified version of Theorem 5.1.1 of [Hi], which necessitates
that the model category we are localizing be right proper. For us that would
be LΓDC

op

0 , which is left proper, but not necessarily right proper, even if
DCop

0 itself is right proper. For the sake of considering covers, we consider
only those model categories LΓDC

op

0 = DCop ∧
0 that are right proper as well.

Since this may be a strong constraint, we will develop the notion of internal
right Bousfield localization not from DCop ∧

0 , but from a generic right proper,
cellular model category M.

Proposition[3.2.4 mod] 7.1. If K is a class of maps in a model category
M, the class of iK-colocal equivalences is closed under retracts.

Proof. Let g : X → Y a iK-colocal equivalence, f : V → W a retract
of g, ĝ : X̂ → Ŷ and f̂ : V̂ → Ŵ fibrant approximations to g and f
respectively such that f̂ is a retract of ĝ. Let C be a iK-colocal object. We
want Hom(C̃, V̂ ) → Hom(C̃, Ŵ ) to also be an equivalence. Let X ∈ M,
with cosimplicial resolution X̃. Then consider:

Hom(X̃ ⊗ C, V̂ ) ' // Hom(X̃ ⊗ C, Ŵ )

Hom(diagX̃ ⊗ C̃, V̂ )

∼=
��

Hom(diagX̃ ⊗ C̃, Ŵ )

∼=
��

diagHom(X̃,Hom(C̃, V̂ )) // diagHom(X̃,Hom(C̃, Ŵ ))

iK-colocal objects form an ideal class, so X ⊗ C is again iK-colocal, hence
K-colocal by Lemma 7.4. Also, g iK-colocal equivalence is a K-colocal equiv-
alence by Proposition 7.5, f is a retract of g, so K-colocal equivalence by
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the original Proposition of [Hi], so the top map is an equivalence. Hence we
have an equivalence at the bottom of the above commutative diagram, and
Theorem 17.7.7 of [Hi] allows us to conclude Hom(C̃, V̂ )

'−→ Hom(C̃, Ŵ ),
hence iK-colocal equivalences are closed under retracts.

To prove the lifting argument in RKM, we need to show that a trivial
cofibration in RKM is also a trivial cofibration inM. The proof of this claim
follows from the fact that weak equivalences are also iK-colocal equivalences,
which we now prove:

Proposition 7.2. If K is a class of maps in M, then weak equivalences in
M are also iK-colocal equivalences.

Proof. This follows readily from Theorem 3.1.2 using diagonal objects.

With this, we can now prove:

Lemma [5.3.2 mod] 7.3. Trivial cofibrations in RKM are also trivial cofi-
brations in M.

Proof. This is verbatim the proof of the original claim in [Hi], save that we
use the internal results Proposition 5.1 and Proposition 7.1.

In the proof of the factorization axiom for model categories, we lift the
factorization in the classical case to the internal one by invoking Lemma 7.5
below, which itself follows from:

Lemma 7.4. If K is a class of maps in M, then iK-colocal objects are also
K-colocal objects.

Proof. This follows from Proposition 3.1.1, since f : X → Y is an equivalence
implies that for any W Hom(W̃ , X̂)

'−→ Hom(W̃ , Ŷ ), in particular true for
W iK-colocal, hence X → Y is a iK-colocal equivalence.

Proposition 7.5. If K is a class of maps inM, then K-colocal equivalences
coincide with iK-colocal equivalences.

Proof. By Proposition 3.1.1, iK-colocal equivalences are also K-colocal equiv-
alences. Conversely, if g : X → Y is a K-colocal equivalence, for any iK-
colocal object W , for any C ∈M, we can write:

Hom(C̃ ⊗W, X̂)

∼=
��

' // Hom(C̃ ⊗W, Ŷ )

∼=
��

diagHom(C̃,Hom(W̃ , X̂)) '
// diagHom(C̃,Hom(W̃ , Ŷ ))
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since iK-colocal objects form an ideal class, C ⊗W is also iK-colocal, hence
K-colocal by the previous result, so we have the top horizontal equivalence
above, hence the one at the bottom as well, and we conclude by using The-
orem 17.7.7 of [Hi].

8 Internal right Bousfield Localization

Definition 8.1. ForM a model category, K a class of maps inM, an object
W ofM is iK-colocal if cofibrant and if for any f : A→ B inK, we have an in-
duced equivalence in (M)∆op

of iLhfC’s: f∗ : HomM(W̃ , Â)→ HomM(W̃ , B̂),
W̃ a cosimplicial resolution of W and Â a fibrant approximation to A.

Definition 8.2. A map g : X → Y in M is a iK-colocal equivalence if
for any K-colocal object W , we have an equivalence in (M)∆op

of iLhfC’s:
g∗ : HomM(W̃ , X̂)→ HomM(W̃ , Ŷ )

The proof of Theorem 5.1.1 makes use of a further notion, which we
generalize to our setting:

Definition 8.3. For K a class of objects in M, a map f : A → B in M
is said to be a iK-colocal equivalence if for any object k ∈ K, we have
HomM(k̃, Â)

'−→ HomM(k̃, B̂).

We now state the Theorem, much like Theorem 5.1.1 of [Hi], which states
the existence of a internal right Bousfield localization.

Theorem[5.1.1 mod] 8.4. IfM is a right proper, cellular model category,
K a set of objects of M, K the class of iK-colocal equivalences, then the
internal right Bousfield localization of M is a model category structure on
M with iK-colocal equivalences as weak equivalences, the same fibrations as
M, and for cofibrations those maps that have the left lifting property with
respect to those fibrations that are also iK-colocal equivalences.

Proof. The proof, as in [Hi], consists in making sure the axioms of a model
category are met. We will only focus on those claims that are different
from the proof of [Hi]. The 2-3 property is satisfied because of the dual of
Proposition 5.1. The retract argument follows from Lemma 7.2.8 of [Hi],
which we use as is, and Proposition 7.1, following the same argument as
in [Hi]. The lifting argument involving a cofibration is immediate, since a
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cofibration in RKM has the left lifting property with respect to fibrations
that are also iK-local equivalences, i.e. trivial fibrations in RKM. For the
lifting argument involving a trivial cofibration, this follows from Lemma 7.3.
Finally for the functorial factorization axiom, we show any map g : X → Y
can be factored as X

p→ W
q→ Y , where p is a trivial cofibration in RKM, p is

a fibration in RKM. This follows readily from the classical case by invoking
Proposition 7.5. The same is true of the factorization where now p would be
a cofibration, and p a trivial fibration. This completes the proof.
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5. Wood

Models of Discrete Conformal Geometry

William E. Wood
University of Northern Iowa

Conformal geometry is the study of mappings that preserve angles. The
classic examples come from elementary complex analysis: one-to-one analytic
mappings between two regions of the complex plane, including common func-
tions like polynomials and exponentials (with domains appropriately restricted).
Discrete conformal geometry refers to a theory moving results of classical con-
formal geometry and complex analysis to the discrete setting of graphs.

To do this, we must develop some notion of what discrete conformal mapping
should be. We would like to mimic the classical situation as best we can, so
let’s summarize some features that characterize them:

Angles are preserved. This is our definition, but what could this mean on a
graph?

Infinitesimal circles are mapped to infinitesimal circles. This gets a no-
tion of angle in a more useful way. The Cauchy-Riemann Equations from
complex analysis say that an analytic mapping locally behaves like a ro-
tation and a dilation, maps which take circles to circles.

Extremal length is preserved. Extremal length is a powerful conformal in-
variant that translates particularly well to the discrete setting. We will
define it formally in Section 2.

Mappings provide a conformal coordinate system on a region. If we have
a coordinate system in a region where, for example, we might have a grid
of perpendicular axes, then mapping the region conformally should carry
the grid to another one with coordinate curves remaining perpendicular.
We can think of these coordinates as instructions on how to conformally
“straighten” the set.

1 Circle Packing

As we look to discretize these properties, we recognize that “preservation of
angles” is a non-starter; we have no notion of angle for a graph. The property
that infinitesimal circles map to infinitesimal circles, however, can be made to
work.

This gives rise to the idea of a circle packing, which is a collection of circles
that meet in externally tangent triples. There is a natural graph associated to
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Figure 1: A circle packing with centers connected to show the tangency graph. All
boundary circles are internally tangent to the unit circle, illustrating the discrete Rie-
mann mapping theorem. Drawn with Ken Stephenson’s CirclePack software.[11]

any circle packing. Vertices correspond to the circles and two vertices form an
edge if their corresponding circles are tangent in the packing. We can see this
graph by connecting the centers of the packed circles.

The radii of the circles are positive weights on the vertices. If we change
the radii of the circles without changing the tangencies, the packing will look
different but the underlying graph is unchanged. This is our notion of a discrete
analytic function, borrowing from our working property of conformal mapping
but removing the discrete-unfriendly word “infinitesimal.” We should expect
to see this “infinitesimal” emerge as some kind of limit in our discrete model.
We will illustrate exactly that by first considering one of the most celebrated
theorems in classical analysis.

Theorem 1 (Riemann Mapping Theorem) Any open simply connected proper
subset of the complex plane can be mapped to the open unit disk by a bijective
analytic map. This map is unique up to automorphisms of the disk.

This is amazing. Conformality seems to be a strong condition, but it is
sufficient to take any pathological simply connected monstrosity nicely onto
the disk. Moreover, the condition is essentially unique after accounting for the
three-parameter family of maps from the disk to itself.

Here is the discrete analog:

Theorem 2 (Discrete Riemann Mapping Theorem) Any finite triangu-
lation of a disk realizes a circle packing whose boundary circles are internally
tangent to the unit circle.
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This theorem was established as a linchpin for discrete conformal geometry
by William Thurston (although it was actually proved much earlier, c.f. [2], [8],
[13]). To see how the two versions tie to together, consider a bounded simply
connect region R in the plane. Cover the plane with the “penny packing” formed
by a packing of identical circles with each circle tangent to exactly six neighbors.
Carve out a portion of this packing including every circle whose interior contains
at least one point in R. If the radius of the packed circles is small relative to R,
then the region filled by this collection of circles should approximate R.

This is a circle packing. By the Discrete Riemann Mapping Theorem, the
radii of these currently identical circles may be adjusted without altering the
underlying combinatorics so that the boundary circles lie internally tangent to
the unit circle, and indeed algorithms exist to approximate these radii. We
impose uniqueness by, say, forcing some chosen circle to map to the origin and
another to lie on the positive real axis. This discrete analytic mapping takes
a point in R that is a center of a circle to a point inside the unit disk, which
is the center of its corresponding circle. We can extend continuously to points
that are not centers by using barycentric coordinates. Now we see how to get
that limiting process we wanted. Repeat this procedure on penny packings of
smaller and smaller radius (with consistent normalizations), giving better and
better approximations to the region R.

Theorem 3 The sequence of discrete analytic mappings described above con-
verges uniformly on compact sets to the Riemann Mapping of R to the disk, with
the corresponding normalizations.

The first version of this theorem was proved by Rodin and Sullivan in [9]
and has since been extended in various ways. He and Schramm [7] proved a
version powerful enough to count as an alternate proof of the Riemann Mapping
Theorem itself. (We are overlooking a long story about the precise statements
of these results, among other things. See [12] and the references therein.)

2 Extremal Length

Of significant interest is determining which sets can be mapped to one another
by a conformal mapping, in which case we call the sets conformally equivalent.
The Riemann Mapping Theorem essentially says that all proper open simply
connected subsets of the plane are conformally equivalent. The story gets more
interesting with quadrilaterals, where we further require that the mapping to
carry vertices to vertices. A conformal invariant is a property that must be
shared by two conformally equivalent sets.

Define a topological quadrilateral to be a simply connected domain with four
distinguished vertices that divide the boundary into four arcs. Choose one non-
intersecting pair of these arcs to be the “top” and “bottom.”

Extremal length is a conformal invariant developed by Lars Ahlfors [1] and
has emerged as a powerful tool in conformal geometry. We will skip to the
punchline to motivate this tool. The Riemann Mapping Theorem tells us that
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any open simply connected region in the complex plane can be mapped confor-
mally to a disk. Consider this domain as a topological quadrilateral we wish
to map to a rectangle with vertices mapping to corresponding vertices. The
Riemann mapping is unique up to three parameters of automorphisms, so spec-
ifying four points costs us a degree of freedom. We pay this debt in the aspect
ratio (length divided by width) of the image rectangle, which is forced upon us
and is a conformal invariant of the quadrilateral. This will turn out to be the
extremal length, although we actually define it in terms of path families.

Define a metric to be a positive function on the quadrilateral Q and its area
to be

∫ ∫
Q
m2 dA. We restrict ourselves to the set Λ of metrics with positive

area. If γ is a curve lying in Q, its length with respect to a metric m is
∫
γ
m dγ.

Finally, let Γ be the set of all rectifiable curves in Q connecting the top arc to
the bottom. Extremal length is defined as follows.

EL(Q) = sup
m∈Λ

infγ∈Γ(
∫
γ
m |dz|)2∫ ∫

m2 dA

The infimum in the numerator is finding the shortest (squared) length path
connecting opposite sides with respect to a metric. The denominator is the
area. Thinking of rectangles, this is just

length2

area
=

length2

length× width
=

length

width
,

which is the aspect ratio. It thus makes some sense to define the quantity inside
the supremum as the aspect ratio of the metric. The supremum then searches
through all metrics on the quadrilateral for the one with the largest aspect ratio.
It turns out that this metric exists and is indeed the norm of the derivative of the
Riemann mapping onto a rectangle. Note that the ratio of length over width is
automatically scale invariant so we often restrict to metrics normalized to area
one. To see that this is a conformal invariant, consider another quadrilateral
Q′ that is conformally equivalent to Q. By definition, there is some conformal
mapping ρ from Q to Q′, and |ρ′| will necessarily by included in Λ. In other
words, the supremum automatically sifts through conformal equivalences. We
should note that the definition of extremal length puts no restrictions on the
set Γ of curves and there are lots of reasons to study other curve families, but
curves connecting opposite sides of quadrilaterals are sufficient for our purposes.
We also point out that the choice of which pair of arcs are the top and bottom
does matter, but choosing the other pair simply reciprocates the aspect ratio
(i.e., switches the roles of length and width).

This definition is easy to port to a discrete setting – we just change the
regions to graphs, the curves to vertex paths, and the integrals to sums.

EL(G) = sup
ρ∈Λ̂

infγ∈Γ̂(
∑
v∈γm(v))2∑

v∈V m(v)2

G is a combinatorial quadrilateral, defined as a planar triangulation with
boundary divided into four vertex paths, with two disjoint arcs designated the
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Figure 2: A square tiling of a 176 × 177 rectangle. The extremal length of the
associated discrete quadrilateral is thus 177

176
. This is one of the first examples of a

perfect tiling in which no two squares are congruent [4].

“top” and “bottom,” just as in the classical case. Λ̂ is the set of positive func-
tions m on the vertices V of G with area

∑
v∈V m(v)2 > 0, and Γ̂ is the set of

vertex paths in G connecting the top of G to the bottom.
The proof that extremal length exists is not too hard. Consider a vector

space whose basis is the set of vertices of G. Then a metric, being an assignment
of values to each vertex, is an element of this finite-dimensional vector space.
Since extremal length is scale invariant, we may restrict to unit area metrics,
i.e. points on the unit sphere in our vector space. One need only verify that
the aspect ratio is a continuous function, so we are looking for a maximum of a
continuous function on a compact set, which always exists. Uniqueness can be
proved from convexity of the sphere. See [5] for details.

So the metric exists and is unique, but what is it? It turns out that if we
use the graph as a tangency graph for squares of side length m(v), then those
squares will fit together in a perfect rectangle. Like the classical case, we have
no control over the aspect ratio of the rectangle, which will be the extremal
length. These square tilings of rectangles are similar to circle packings except
that the non-smoothness of squares requires us to allow some degenerate cases.

An interesting schism in the theory now emerges. If we refine the graph as we
did with circle packings, the discrete mappings induced by square tilings will not
generally converge to the Riemann mapping of a region to a rectangle. Extremal
length captures some aspects of conformality and circle packings capture others.
Discretization has finally cost us.

3 Electric Networks and Other Models

We now consider how Riemann himself thought about conformal mapping. Sup-
pose we have a topological cylinder made from some conductive metal. Connect
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a battery to the two boundary circles to draw a current from one boundary circle
to the other. The electrons will move between these circles along flow lines while
the curves of equal potential will necessarily be orthogonal to these flow lines.
But then these flow lines and equipotential curves give conformal coordinates
that map the topological cylinder to a straight rectangular one, which was our
final feature of conformal mappings. The resistance of this is system – which is
clearly predetermined by the physical interpretation – will be captured by the
height of the rectangular cylinder. This is extremal length again.

To discretize this idea, consider the edges of a graph to be wires with unit
resistance. If we draw a current between the boundary components, then there
will be some effective resistance between the components. This can sometimes
be computed using Kirchoff’s Laws. This approach brings us back to square
tiling, although here the squares are represented by edges rather than vertices.
See [3] for a nice exposition.

A similar model is random walk. Doyle and Snell [6] show that this is
equivalent to the electric network model by showing that they both arise from
discrete harmonic functions (i.e., functions whose values are the averages of
the values of neighboring points). These functions are uniquely determined by
boundary conditions, so the two systems must yield the same functions. The
classical analog is Brownian motion.

Other models can be obtained from different kinds of packings. We have
studied circles and squares, but many similar results can be obtained by packing
more general shapes. We may also relax the tangency condition (necessary if we
start varying the shapes of tiles). Most models tend to behave similarly if the
underlying triangulations have bounded degree, meaning there is an N > 0 such
that every vertex has at most N adjacent vertices. This condition can usually
translate into a bound on how the discrete function deviates from a conformal
mapping, inviting techniques of quasiconformal analysis to force nice limiting
behaviors. Without this condition, however, quasiconformal methods fail and
the peculiarities of the models reveal themselves.

4 Onward

All of our characterizations of conformal mapping have discrete analogs, but
different characterizations required meaningfully different models. Discrete con-
formal geometry has grown into a large field with powerful theoretical and com-
putational results. As mathematicians push these results further, however, the
gaps between the different models become more interesting.

For example, let’s tweak our definition of extremal length by assigning the
metric to the edges of the graph instead of to the vertices. Everything else about
the definition as maximal aspect ratio remains the same. It does not seem at
first blush that this should change the story much, but it turns out that the
switch from vertices to edges recaptures the circle packing versus square tiling
dichotomy. See [14].

Many questions remain open about each of these models, and many more
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are available if we want to look deeply into the differences among them. The
insights we gain into how these models do and do not capture classical behaviors
have potential to lead to more effective use of these tools as we pursue questions
in both settings.
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1 Introduction

We noticed that

1 + 5 = 2 ∗ 3

2 + 3 = 1 ∗ 5

and we wondered if there is another quadruple of positive integers satisfying the system:

a + b = cd

c + d = ab.

This led us to consider more generalized sets of Diophantine equations:

a1,1 + a1,2 = a2,1a2,2

a2,1 + a2,2 = a3,1a3,2
...

an−1,1 + an−1,2 = an,1an,2

an,1 + an,2 = a1,1a1,2.

(1)

We will see that System 1 has finitely many positive integer solutions for all n. We define a
sequence an by the number of (distinct) solutions to the system, and consider the properties
of the sequence {an}.

1This presentation is based on joint work [1] with Yasuyuki Hirano of Naruto University of Education
and Hisa Tsutsui of Embry-Riddle Aeronautical University.
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More generally, we prove that the system

m∑
j=1

a1,j =
m∏
j=1

a2,j

m∑
j=1

a2,j =
m∏
j=1

a3,j

...
m∑
j=1

an−1,j =
m∏
j=1

an,j

m∑
j=1

an,j =
m∏
j=1

a1,j

(2)

has finitely many solutions over the positive integers.

2 Finiteness of terms

We begin with a result on solutions to Equations (2) over C, then narrow our focus to positive
solutions to Equations (1). As a first step to showing that the number of positive solutions
to (2) is finite, we find an upper bound on the smallest-normed element of any solution to
(2).

Proposition 1. For any solution to Equations (2) over C we have mini,j{|ai,j|} ≤ m
1

m−1 ,

with equality if and only if |ai,j| = m
1

m−1 for all i, j.

Proof. We assume mini,j{|ai,j|} ≥ m
1

m−1 and show equality. Under the hypotheses, for each

i, |
∏m

j=1 ai,j| ≥ (minj{|ai,j|})m−1 maxj{|ai,j|} ≥ (m
1

m−1 )m−1 maxj{|ai,j|} = mmaxj{|ai,j|}.
We have ∣∣∣ m∑

j=1

a1,j

∣∣∣ =
∣∣∣ m∏
j=1

a2,j

∣∣∣ ≥ mmax
j
{|a2,j|} ≥

m∑
j=1

|a2,j| ≥
∣∣∣ m∑
j=1

a2,j

∣∣∣
∣∣∣ m∑
j=1

a2,j

∣∣∣ =
∣∣∣ m∏
j=1

a3,j

∣∣∣ ≥ mmax
j
{|a3,j|} ≥

m∑
j=1

|a3,j| ≥
∣∣∣ m∑
j=1

a3,j

∣∣∣
...∣∣∣ m∑

j=1

an−1,j

∣∣∣ =
∣∣∣ m∏
j=1

an,j

∣∣∣ ≥ mmax
j
{|an,j|} ≥

m∑
j=1

|an,j| ≥
∣∣∣ m∑
j=1

an,j

∣∣∣
∣∣∣ m∑
j=1

an,j

∣∣∣ =
∣∣∣ m∏
j=1

a1,j

∣∣∣ ≥ mmax
j
{|a1,j|} ≥

m∑
j=1

|a1,j| ≥
∣∣∣ m∑
j=1

a1,j

∣∣∣
2
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Hence all terms above are equal, and mmaxj{|ai,j|} =
∑m

j=1{|ai,j|}, implying |ai,j| =

maxk,l{|ak,l|} for all i, j. Let a = maxk,l{|ak,l|}. We have ma = am, so a = m
1

m−1 .

The proof that the terms of A275234 are finite relies on the insight that, from each row
to the next on the left side of the equations in the system (2), the sum can increase by at
most one. The following lemma establishes this fact.

Lemma 2. If m ≥ 2, ai ∈ N for 1 ≤ i ≤ m, and a1 ≤ · · · ≤ am, then
∑m

j=1 aj ≤
m − 1 +

∏m
j=1 aj, with equality if and only if am−1 = 1. In the case of equality, we have∑m

j=1 aj = m− 1 + am.

Proof. Define g : Rm → R by g(x1, . . . , xm) =
∏m

j=1 xj −
∑m

j=1 xj. We have g(1, . . . , 1) =

1 − m. Also, ∂g
∂xk

(r1, . . . , rm) > 0 whenever rj ≥ 1 for each j and rl > 1 for some l 6= k.

In particular, ∂g
∂xk

(r1, . . . , rm) > 0 if rj ≥ 1 for each j and rj > 1 for at least two distinct

j. Thus g(a1, . . . , am) > 1 −m if am−1 > 1. For the converse, if am−1 = 1, then
∑m

j=1 aj =
m− 1 + am = m− 1 +

∏m
j=1 aj.

Since the sums in the rows of (2) can increase by at most one from one row to the next,
from no one row to the next can the decrease be as great as the number of rows in the system.
The following two results show that, given this restriction, for each i there are finitely many
choices for ai,1, . . . , ai,m.

Lemma 3. Fix m ≥ 2 and B > 0. Let ai ∈ N for 1 ≤ i ≤ m and a1 ≤ · · · ≤ am.
If
∏m

j=1 aj is sufficiently large (depending on B), then either
∑m

j=1 aj = am + m − 1 or
B +

∑m
j=1 aj <

∏m
j=1 aj.

Proof. Assume
∑m

j=1 aj 6= am + m− 1. By Lemma 2, am−1 ≥ 2. Let g be as in the proof of

Lemma 2. We have ∂g
∂xj

(a1, . . . , am) ≥ 1, so

g(a1, . . . , am) ≥ g(1, . . . , 1, 2, 2) + (am − 2) + (am−1 − 2) +
m−2∑
j=1

(aj − 1).
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Reorganizing terms, and noting g(1, . . . , 1, 2, 2) = 4− (1 + . . . 1 + 2 + 2) = 2−m, we have

m∏
j=1

aj −
m∑
j=1

aj ≥ (2−m) + (am − 2) + (am−1 − 2) +
m−2∑
j=1

(aj − 1)

m∏
j=1

aj −
m∑
j=1

aj ≥ −2−m + am + am−1 +
m−2∑
j=1

(aj) +
m−2∑
j=1

(−1)

m∏
j=1

aj −
m∑
j=1

aj ≥ −2−m + am + am−1 +
m−2∑
j=1

(aj) + 2−m

m∏
j=1

aj ≥ −2m + 2
m∑
j=1

aj

m∑
j=1

aj ≤ m +
1

2

m∏
j=1

aj.

We want m + 1
2

∏m
j=1 aj < −B +

∏m
j=1 aj, which is true if

∏m
j=1 aj > 2(m + B).

Corollary 4. If m ≥ 2 and B > 0 then B +
∑m

j=1 aj <
∏m

j=1 aj for all but finitely many
choices of a1, . . . , am ∈ N.

We now unite the preliminary results to prove the main result of the section.

Theorem 5. There are finitely many positive solutions to Equations (2).

Proof. Let {ai,j} ⊂ N satisfy Equations (2). Assume ai,j ≤ ai,j+1 for each 1 ≤ i ≤ n and
1 ≤ j < m. Solving for 0 in each equation in (2) and summing the results yields

n∑
i=1

( m∑
j=1

ai,j −
m∏
j=1

ai,j

)
= 0. (3)

By Lemma 2, for each i we have
∑m

j=1 ai,j−
∏m

j=1 ai,j ≤ m− 1, so Equation (3) is impossible
if
∏m

j=1 ai,j −
∑m

j=1 ai,j > (m − 1)(n − 1) for any i. Then by Corollary 4, for each i there
are finitely many choices ai,1, . . . , ai,m with ai,m−1 > 1. To complete the proof we show that
there are finitely many choices with ai,m−1 = 1.

Suppose ai,m−1 = 1 and ai+1,m−1 > 1. Because ai,m = 1 − m +
∏m

j=1 ai+1,j, if ai,m is
sufficiently large, then by Lemma 3 we have

∏m
j=1 ai+1,j−

∑m
j=1 ai+1,j > (m−1)(n−1). That

contradicts Equation (3), so there are finitely many choices for ai,m.
By Lemma 2 and Equation (3), al,m−1 > 1 for some l. So the final case is ai,m−1 = · · · =

ai+k−1,m−1 = 1 and ai+k,m−1 > 1. We know ai+k−1,m is bounded above. Since ai+k−1,m =
(k − 1)(m− 1) + ai,m, the same bound applies to ai,m.

Corollary 6. The sequence A275234 defined by the number of positive solutions to Equations
(1) has finite terms.
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4 5 6 7 8 9 10 11 12 13 14 15 16. . . . . .

Figure 1: an infinite directed graph

3 Finding the terms

The authors created a Python script which computes the nth term of the subject sequence
A275234 (or, at the user’s option, a list of the solutions). While the script was created with
performance in mind, there is no guarantee of optimum performance. The first several terms
are

1, 2, 2, 3, 3, 5, 4, 7, 7, 12, 12, 21, 22, 37, 47, 72, 93, 145, 198, 303, 427, . . .

Computation time becomes an issue soon after this point.
We discuss a potential efficient alternate approach to finding larger terms. Consider the

infinite directed graph in Figure 1. The nodes are the positive integers, and there is an edge
from m to n whenever there exists a pair of positive integers a, b such that ab = m and
a + b = n. For example, there is an edge from 5 to 6 because 5 · 1 = 5 and 5 + 1 = 6. There
is an edge from 6 to 5 because 2 · 3 = 6 and 2 + 3 = 5. The number of edges originating at
a node n is the number of divisors of n which are less than or equal to

√
n (A038548), and

the number of edges terminating at a node n is equal to bn
2
c (A004526). We call an edge

from m to m− k with k > 0 a chute (of length k) (in analogy with the board game Chutes
and Ladders). The number of chutes of length k is equal to the number of divisors of k + 1
which are less than or equal to

√
k + 1 (A038548).

The significance of the graph is that every closed walk of length n constitutes a solution
to Equations (1). For example, with n = 5 the closed walk 6 → 7 → 8 → 6 → 5 → 6
corresponds to the solution

6 + 1 = 7 · 1
7 + 1 = 2 · 4
2 + 4 = 2 · 3
2 + 3 = 1 · 5
1 + 5 = 1 · 6

One may consider the infinite adjacency matrix A corresponding to the graph. The
matrix is sparse in the sense that all but finitely many entries in each row and column are
0. In particular, the sum of the ith row is the ith term of A038548, and the sum of the jth

column is b j
2
c (A004526). The matrix Ak has as its nth diagonal entry the number of closed
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walks starting at the node n. In light of the proof of Lemma 3, in computing the number of
closed walks of length k it suffices to find the kth power of the upper-left square submatrix of
dimension 2k + 4. Unfortunately, the walks counted in this way are not necessarily distinct
in the sense of distinct solutions to Equations (1), and so we have only upper bounds on
the terms of A275234. The authors remain interested in finding a combinatorial argument
which bridges the adjacency matrix and the terms of A275234.
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RING

YASUYUKI HIRANO

Department of Mathematics, Naruto University of Education,
Naruto 772-8502, Japan

An element e of a ring R is called an idempotent if e2 = e. An idempotent e is

said to be primitive if there are no two non-zero idempotent f, g ∈ R such that

e = f + g and fg = gf = 0.

Proposition 1. Let K be a field of charactristic p 6= 2. Let R be a K-subalgebra of

the ring Mn(K) of n×n matrices over K containing matrix units e11, e22, · · · , enn.

Let M denote the set consisting of primitive idempotents and 0. Suppose that, for

any e, f ∈ M , ef is either an idempotent or a nilpotent element. Then R is

isomorphic to a K-subalgebra of the ring Tn(K) of all upper triangular matrices

over K.

Proof. Assume that eij , eji ∈ R for some i 6= j. Then R contain two primitive

idempotents e = eii +eij and f = eii +eji. We see that ef = 2eii. Since char(K) 6=
2, 2eii is neither an idempotent nor a nilpotent element. Hence, if eij ∈ R for some

i 6= j, then eji 6∈ R. Now we define an order on the set {1, 2, · · · , n}. If eij ∈ R,

then we define i ≤ j. Since eii ∈ R for all i ∈ {1, 2, · · · , n}, we have i ≤ i. If

i ≤ j and j ≤ k, then eij , ejk ∈ R, and hence eik = eijejk ∈ R. Therefore i ≤ k.

If i ≤ j and j ≤ i, then eij , eji ∈ R. As we saw in the first paragraph of the

proof, i = j in this case. Therefore ≤ is a partial order on {1, 2, · · · , n}. Let

m be a minimal element of the ordered set {1, 2, · · · , n}. Then emj 6∈ R for any

j 6= m. Renumbering the elements in {1, 2, · · · , n}, we may assume that m = 1.

Then we see R ⊂ e11K + (e22 + · · · + enn)R(e22 + · · · + enn). Using induction on

n, (e22 + · · · + enn)R(e22 + · · · + enn) is isomorphic to a K-subalgebra of the ring

Tn−1(K). Hence R is isomorphic to a K-subalgebra of Tn(K).

Modified version of this article has been submitted elsewhere for publication.

1
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The following example show that the proposition above is not true when the

field K is of characteristic 2.

Example 1. Consider the ring R = M2(GF (2)) of 2 × 2 matrices over the Galois

field GF (2) and let M denote the set consisting of all primitive idempotents in R

and zero. We can easily see that for any e, f ∈ M , ef is either an idempotent or

a nilpotent element.

Next, we prove the following.

Proposition 2. Let e be a primitive idempotent of a ring R. If ef is a non-zero

idempotent of R for some element f ∈ R, then ef is a primitive idempotent.

Proof. Assume that ef = a + b for some orthogonal idempotents a, b ∈ R.

Then a + b = ef = ea + eb, and so a = (a + b)a = (ea + eb)a = ea. Similarly,

we have b = eb. We can easily see that e − ae and ae are orthogonal idempotents

and e = (e − ae) + ae. Since e is a primitive idempotent, either e = ae or ae = 0

holds. If e = ae, then b = eb = aeb = ab = 0. On the other hand, if e = ae, then

a = a2 = aea = 0. This proves that ef is primitive.

Let R be a ring. Let M and E denote the set consisting of all primitive idem-

potents in R and zero and the set of idempotents in R, respectively. If S is a

multiplicatively closed set of idempotents in R containing 0, then M ∩ S is also

multiplicatively closed.

By Zorn’s lemma, we have the following.

Proposition 3. Every multiplicatively closed subset of M (resp. E) is contained

in a maximal multiplicatively closed subset of M (resp. E).

Example 2. Let M2(K) be a ring of 2 × 2 matrices over a field K. We can see

that (e11 + e12K) ∪ {0} is a maximal multiplicatively closed subset of M .

Theorem 1. Let R be a ring and let M denote the set consisting of all primitive

idempotents in R and zero. Suppose that there are primitive orthogonal idempotents

e1, e2, · · · , en of R such that 1 = e1 + e2 + · · · + en. Then {0, e1, e2, · · · , en} is a

maximal multiplicatively cosed set in M .

Proof. Suppose, on the contrary, that there is a multiplicativery colsed subset G

of M which properly contains {0, e1, e2, · · · , en} and let f ∈ G \ {0, e1, e2, · · · , en}.
Since e1fe2 is a nilpotent element, e1fe2 must be 0. Similarly we have e1fei = 0 for

i = 3, . . . , n. Hence we have e1f(1−e1) = e1fe2+· · ·+e1fen = 0. Similarly we have

(1 − e1)fe1 = 0. Therefore e1f = e1fe1 = fe1, that is e1 and f are commutative.

.
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By the same way, we can see that f and ei are commutative for i = 2, · · · , n.

Now we can easily see that e1f, e2f, · · · , enf are primitive orthogonal idempotents.

Since 1 = e1f + · · · +n f and since f is primitive, we conclude that f = eif for i.

Since f and e1 are commutative, e1f and e1(1 − f) are orthogonal idempotents.

Since e1 = e1f + e1(1 − f) and since f is primitive, we see e1(1 − f) = 0. Then

e1 = e1f = f , a contradiction.

Example 3. Consider the ring R = Z + M2(Q[x]x). R is an order of M2(Q[x]).

We can easily see that the idempotents of R are only 0 and 1.

Theorem 2. Let R be a ring and let M denote the set consisting of all primitive

idempotents in R and zero. Suppose that 1 is a sum of primitive orthogonal idem-

potents. Then M is closed under multiplication if and only if R is a direct sum of

rings with no non-trivial idempotents.

Proof. Suppose that M is closed under multiplication and that there are prim-

itive orthogonal idempotents e1, e2, · · · , en of R such that 1 = e1 + e2 + · · · + en.

Since {0, e1, e2, · · · , en} is a maximal multiplicatively cosed set in M by Theorem

1, we conclude that M = {0, e1, e2, · · · , en}. Then e1, e2, · · · , en are central orthog-

onal idempotents and R = e1R ⊕ · · · ⊕ enR. Since each ei is primitive, each eiR

has no non-trivial idempotents.

In [2], D. Dolz̆an proved that M is closed under multiplication if and only if R

is a direct sum of local rings([2, Corollary 5.6]). Now we generalize this result to

semiperfect rings. Let R denote a ring and J denote its Jacobson radical. A ring

R is called semiperfect if R is semilocal and idempotents of R/J can be lifted to

R. All basic results concerning rings can be found in [1].

If R be a semiperfect ring, then there are primitive orthogonal idempotents

e1, e2, · · · , en of R such that 1 = e1 + e2 + · · · + en and each eiRei is a local ring.

Hence we have the following.

Corollary 1. Let R be a semiperfect ring and M be the set of all minimal idem-

potents and zero in R. Then the set M is closed under multiplication if and only if

R is a direct sum of local rings.

Let [M ] denote the set {eR | e ∈ M}, that is, [M ] is the set of right ideals of the

form eR for some primitive idempotent e and the ideal 0.

Theorem 3. Let R be a semiperfect ring and [M ] be the set of right ideals of the

form eR for some primitive idempotent e and the ideal 0. Then the set [M ] is

closed under multiplication if and only if R is a finite direct sum of matrix rings

over some local ring.

.
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Proof. If R is a finite direct sum of matrix ring over some local ring, then

clearly M is closed under multiplication. Let e and f be two primitive idempotents

of R. Then either eRfR = 0 or eRfR = gR for some primitive idempotent g ∈ R.

If eRfR = 0, then (fReR)2 = 0. In this case fReR is not a nonzero direct

summand of R, and so we conclude that fReR = 0. If eRfR = gR for some

primitive idempotent g ∈ R, then eR ⊇ gR. Using modular law, we have eR =

eR ∩ (gR ⊕ (1 − g)R) = gR ⊕ eR ∩ (1 − g)R. Since eR is indecomposable, we

conclude that gR = eR. Thus eRfR = eR, and so eRfRe = eRe. Then we

can write e =
∑n

i=1 eaifbie for some ai, bi ∈ R. Since eRe is a local ring, for

some k, eakfbke is invertible in eRe. Similarly there exists c, d ∈ R such that

fcedf is invertible in fRf . These mean that eR ∼= fR. Since R is semiperfect,

R = e1R⊕· · ·⊕enR for some primitive idempotents e1, · · · , en. By the fact proved

above, R = R1⊕· · ·⊕Rm such that each two-sided ideal Ri is a finite direct sum of

isomorphic indecomposable modeles. Then R ∼= End(R1) ⊕ · · · ⊕ End(Rm). Thus

each Ri
∼= End(Ri) is a matrix ring ove a local ring.
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Abstract

A Toronto space is a topological space homeomorphic to each of its
subspaces of the same cardinality. What follows is a brief introduction
to the Toronto problem, which asks if there is a nondiscrete Hausdorff
Toronto space of cardinality ℵ1. Details of more general Toronto spaces
will be eschewed in favor of covering the basic consequence of postulating
the existence of a nondiscrete Hausdorff Toronto space.

1 Introduction

A topological space is Toronto if it is homeomorphic to each of its full-cardinality
subspaces. Though consistent examples exist of Toronto spaces and of their gen-
eralizations [1], it remains an open problem to determine if there is a non-discrete
Hausdorff Toronto space of cardinality ℵ1. The most up-to-date literature on
Toronto spaces and the related problem can be found in [2]. As shown in [3, 4],
problems about these spaces, along with the appropriate generalizations, are
usually questions of consistency relative to Zermelo-Fraenkel-Choice (ZFC) set
theory and extensions thereof.

The intention of this paper is to give a quick overview of the Toronto problem
and the basic results surrounding it. The main section is Section 2 with Section
3 being concerned with concluding remarks and acknowledgments. The coverage
of topics will closely follow the presentation on Toronto spaces in The Fourth
Annual Conference for the Exchange of Mathematical Ideas. The important
points and results found in the lore will be central in this overview, although a
few basic results proven in the course of undergraduate research will be listed;
these are likely to be obvious to the specialist. With that being said, this paper is
intended for the more casually interested, hopefully affording a quick reference.
Since research topics in point-set topology do not seem very prominent, is always
good to be given the opportunity to promote an interesting problem.

1
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2 Previous Results with Discussions

For the rest of the paper, assume that X is a nondiscrete Hausdorff Toronto
space. We will define the nth derivative on X by transfinite recursion

X(0) = X,

X(n+1) = X(n) − IXn where IXn =
{
x ∈ X(n) | x is isolated

}
,

and if δ is a limit ordinal,

X(δ) =
⋂
α∈δ

X(α).

This transfinite sequence of derivatives is a decreasing sequence of closed sets.
We then have the following result.

Proposition 1. The following holds:

1. The set IX0 is infinite.

2. The set IX0 is countable and dense in X.

3. For all α ∈ ω1, X(n) ∼= X.

4. X is scattered, with derived length ω1; that is

X(ω1) = ∅.

Since author was given the opportunity to prove these results as part of an
undergraduate research project, the proofs will be omitted for sake of the ad-
venturous reader. However, a few comment are in order, since this presentation
deviates from the more comprehensive and technical outlines in [2]. Statement
(1) requires only the assumption that X is infinite, Hausdorff, and Toronto.
Since X is nondiscrete, statement (2) is almost immediate. One can find proofs
of (1) and (2) in [5], although note that the author of that paper assumes the
Continuum Hypothesis for the proof of (2), which is probably an accident since
it is not needed; it is already the case that every infinite subset of ℵ1 is countable
or of cardinality ℵ1. Statements (3) and (4) require transfinite induction. It is
easy to see that X(n) homeomorphic to X for the finite ordinals as illustrated in
Figure 1. It can be shown by homeomorphism that every IXα 6= ∅ when α ∈ ω1.
Moreover,

S =
⋃
α∈ω1

IXα

is a scattered space of rank ω1, necessarily homeomorphic to X.
From Proposition 1.(2) specifically, there is a notable result in the lore on

Toronto spaces:

2
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∣∣∣∣∣∣∣∣∣∣∣∣

IX0
∣∣∣∣∣∣∣∣∣∣∣∣

IX1
∣∣∣∣∣∣∣∣∣∣∣∣

IX2
∣∣∣∣∣∣∣∣∣∣∣∣

IX3
∣∣∣∣∣∣∣∣∣∣∣∣

IX4
∣∣∣∣∣∣∣∣∣∣∣∣

· · ·

· · ·

���︸ ︷︷ ︸
X(4)︸ ︷︷ ︸

X(3)︸ ︷︷ ︸
X(2)︸ ︷︷ ︸

X(1)︸ ︷︷ ︸
X

Figure 1: The first few derivatives of X. Each section is the isolated points of
some nth derivative.

Proposition 2. If X exists, then

2ℵ1 = 2ℵ0 .

The the proof of this proposition can easily be sketched. For any S ∈[
X(1)

]ℵ1
, there is a homeomorphism

fS : X −→ S ∪ IX0 .

Since the spaces involved are Hausdorff, fS is uniquely determined by the
permutation α = f |IX0 in Aut

(
IX0
)
, which has cardinality 2ℵ0 . However, there

are 2ℵ1many subsets S of X(1) with cardinality ℵ1. One can easily find an
injective map from the set of all such homomorphism f into Aut

(
IX0
)
. For the

nonspecialist, note that this result does not pose a problem for the existence
of X, since Martin’s Axiom is relatively consistent with ZFC set theory and
implies this result when ℵ1 < 2ℵ0 . Roughly speaking, Martin’s Axiom simply
says that cardinals less than the continuum behave like the countably infinite
ℵ0.

In discussing the proof of Proposition 2, some peers have suggested a closer
look at homeomorphism groups and overall groupoid structure of [X]

ℵ1 . More-
over, it has been noted that the set of permutations corresponding to fS , when
S is a proper subspace, form a pure subsemigroup of Aut

(
IX0
)
. In essence, we

consider the set of all proper embeddings

f : X −→ X

where IX0 ⊂ f (X). This forms a pure semigroup and can be mapped into
Aut

(
IX0
) ∼= SN by the restriction map.

During the undergraduate research project, a few basic results were proven
that could not be found in the available literature.

3
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Proposition 3. The following holds for X:

1. X is Baire.

2. X is not metacompact.

3. X is not σ-compact.

Proof. Every family of dense open sets must contain IX0 , which is dense in X.
Therefore, (1) is immediate.

For (2), if X is metacompact, then X must be Lindelöf ; but {X −Xα}α∈ω1

is an open cover of X without a countable subcover.
Kunen’s Theorem in [2] demonstrates that ω + 1 cannot be embedded into

X. Consequently, X is anti-compact, meaning X is strictly the union of ℵ1
many compact sets. Therefore, X is not σ-compact.

It is an interesting challenge for an undergraduate to prove the majority of
these results without making use of the insights of Dr. Brian’s paper.

3 Final Remarks

These are a few things to note that might be of interest for someone looking
into related topics in point-set topology:

1. The space X is an example of a D′′-Baire space. Such spaces are discussed
in [6].

2. It has been shown that if X is regular, then X is a not countably compact.
It is to be wondered at if X is countably paracompact. If X is not, then a
normal non-discrete Toronto space (T1 + T4 space) would be an example
of an ℵ1 Dowker space.

3. The space X is an example of an ω1-Toronto space; X is homeomorphic
to every subspace of the same rank and cardinality. Consistent examples
of these spaces exists, but there are none known to have countable levels
( IXα is countable for all α ∈ ω1).

4. So far, it remains unknown if there could regular or normal nondiscrete
Toronto spaces; Kunen’s result shows that there are no nondiscrete metriz-
able Toronto spaces in ZFC.

5. The existsence of X is related to resolving a problem in topological parti-
tion theory; see Weiss’s article on Paritioning Topological Spaces in [7].

So far, there have been no additional status updates to the problem.
Special thanks to the good people at the Annuel Conference for Exchange

of Mathematical ideas both for their ideas and for their unique and insightful
perspectives including Drs. Mupasiri and Gauthier. Also, a thanks goes out
to Dr. Huck, from Northern Arizona University, for patiently mentoring the
project and taking time out of his busy schedule. Also, a thank you goes out to
Embry-Riddle Aeronautical University, Prescott.
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Abstract

Kolam is a non representative ancient art form that is still practiced today in South 

India which is the land of the Dravidians.  I will present a definition of a kolam in 

terms of tiles and rules for using the tiles, kolam’s relation with the grid graph and 

its spanning subgraphs, representation of a kolam with ordered pairs of (0,1)-

matrices, boolean algebra of kolams and enumeration of non isomorphic kolams.

1. Introduction

Kolam (kōlam) is a class of abstract (non representative) designs drawn by 

women of South India, the Dravidian land, the land that is recognized as such in the 

National Anthem of India. It is also the home of unique Dravidian arts like Dravidian 

temple architecture, Dravidian music system (Carnatic music), Dravidian dance 

forms (Kuchipudi, Kathakali and Sathir Attam, the last of which is also known as 

Bharatha Natyam), Dravidian cuisine and Dravidian literature in the languages, 

Tamil, Malayalam, Kannada, Tulu and Telugu, which are off-shoots of the Proto-

Dravidian language known to linguists. Examples of kolam can be seen in in Fig. 1.1. 

   Figure 1.1  :  Some simple examples of kolam with 3x3 dots

.
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The author of this paper has shown, in a paper (he has completed and ready for 

submission) [4], that kolam is found in the pre-Vedic civilization called the Indus 

Valley Civilization (3300-1900 BC), that had existed in northeast Afghanistan, 

Pakistan and northwest India.

In the early mornings, one can find women draw kolam designs on the 

ground at the entrance to their homes. It can also be found on the floors of halls used

for celebration. It is said that originally rice powder was used as a humane gesture 

to feed ants. Now, white powdered rock is also being used. First dots are placed.  

Then lines, straight and curved, are drawn going around the dots. This is done by 

taking a pinch of the powder and letting it go gradually, as the hand is moved. 

Kolam is a Tamil word meaning “form” and it has been used at least from the 

17th century onwards, as seen from Tamil literary works like Maturai Mina ci ṭ

Ammai Ku amṟ , (verse 6) by Kumara Guruparar and Thiru Ku ala Kuravañciṟṟ  (song 

56, 1) by Tirikūda Rāsappa Kavirāyar. Professor Rukmani [6] writes that during the 

period of the ancient Tamil Literary Academy called the Sangam (also the Last 

Sangam or the Third Sangam), 400 BCE to 200 CE, kolam was called vari (Tamil: vari 

= line straight or curved). Use of this term can be seen in Patti apalai ṉ (verse 165) 

and Na i aiṟṟ ṉ  (verses 123 and 378).

2. Definition of kolam tiles and kolam

We will set down definitions for k-tile and kolam. (k-tile is a temporary name 

to be revised soon.)

Definition 2.1: S is a set of k-tiles iff 

(a) It is a set of non overlapping squares of the same size.

.
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(b) The center of each square is marked by a (conspicuous) dot.

(c) None, one or more than one of the midpoints of the sides of the squares may be

       marked. (These marked midpoints will be called attracting points).

(d) If a square has no attracting points then a circle is drawn within the square, with

       its center at the center of the square. (It is considered that the circumference is

       an elastic band that stays tightly around the circle considered to be a cylinder). 

        If there are attracting points then the circumference of the circle (the elastic

        band) is stretched around the attracting points.

The above definition and the number of ways of choosing attracting points on the 

sides of a square generate the following 6 kinds of k-tiles (Figure 2.1).

Figure 2.1: Six kinds of k-tiles.

Definition 2.2: Two k-tiles are connected iff 

     (i) both have a common side and

    (ii) the common side has either no attraction point or exactly one attraction point. 

Rules for putting the k-tiles together 

    (a) each k-tile should be connected to one or more tiles such that the dots of all

           the tiles form a rectangular array,

    (b) every attraction point in a k-tile should fall on the attraction point on another

           k tile,

    (c) k-tiles can be rotated through multiples of 90°   and

    (d) k-tiles of each kind should be available as needed.

.
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Rules (a) and (b) imply that there will be a rectangular border for the k-design 

without any attracting points on it.

Definition 2.3:   A configuration is a kolam iff it is constructed with the k-tiles in 

Definition 2.1 using Rules (a)-(d) above.

We will now revise the name k-tile kolam tile. (We did not want to call a tile as 

kolam tile before defining a kolam). 

If a kolam has an array of mxn dots its size will be mxn. 

The configuration within a tile will be called an atom of the kolam. The atom in the 

tile with no attraction point (Figure 2.1, the left most tile) will be called circle-dot 

for convenience.

Definition 2.4: Two atoms are connected iff their tiles are connected or equivalently 

if the atoms share an attraction point.

Figure 2.2 shows examples of kolams with tiles.

Figure 2.2: Examples of kolams with tiles. (The same kolams in Figure 1 are used.)

The kolam in Figure 2.2 (i) has the maximum possible number of attracting points 

and the others have lesser number of attracting points. This kolam is a unique 3x3 

kolam that will be called the 3x3 full kolam, FK3x3 and in general FKmxn. The kolam 

with no attracting points but only with dot-circles (not shown above) will be called a

null kolam NKmxn.

.
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If the rotation in Rule (b) is not allowed there will be 16 kinds of tiles instead 

of 6. Many, especially computer scientists, have used kolam tiles without explicitly 

defining the kolam tile or a kolam. It is difficult to trace who mentioned the kolam 

tiles first. However we will refer the reader to a paper by Kawai et al [3].

Sometimes, the kolam artists use an empty tile in the place of the tile with the

dot-circle. Also, they may add embellishments. However, for a mathematical 

discussion we need to replace an empty tile with the tile that has a circle and a dot. 

and trim off any embellishments as shown in Figure 2.3, where tiles are not shown 

because artists do not show tiles. We will say the resulting kolam is standard form

                (i)                                 (ii)                                   (iii)                                        (iv)

Figure 2.3: Changing artist's kolams to standard forms [(i) to (ii) and (iii) to (iv)].

Figure 2.4: A 45° tilt coverts (i) to standard form (iii) and (ii) to standard form (iv).

About the middle of the last century, kolam competitions began to appear. 

Unfortunately, in most cases, the judges were celebrities like movie stars and 

politicians, who were not familiar with kolam as a special art. They gave prizes to 

the few drawings that represented flowers, animals, Hindu religious representations

or geometrical drawings. So, a part of the population began to believe that any 

.
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picture drawn on the ground is a kolam. See Figure 2.5 for some pictures drawn on 

the ground and believed wrongly by some to be kolams. 

Figure 2.5:  Examples of pictures drawn on the ground that are not kolams. The right
most one is done with colored paste and is a North Indian art form called Rangoli.

People began to call kolam as kambi kolam (Tamil: kambi = wire) and pulli kolam 

(Tamil: pulli = dot) just to distinguish the real kolam from mere pictures drawn on 

the ground. All kolam artists, who were contacted, agreed that the real kolam are the

pulli kolam and that other pictures drawn on the ground are not kolams.

3. Graph theoretical considerations

A kolam, without the dots, is a 4-regular pseudograph (a graph having loops 

and/or multiple edges) with the attracting points as its vertices. However, even after 

the dot is removed from the 1x1 kolam (which will be just the dot-circle), it is not a 

pseudograph unless we introduce a vertex on the circle. Other differences are 

described in the legend for Figure 3.1. 

Definition 3.1: Let S be a set of atoms of a kolam K. 

S is a component of K iff it is a maximally connected set.

.
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          (i)                   (ii)                (iii)              (iv)                    (v)                         (vi)

Figure 3.1:  The 5 atom components in the kolams in (i) and (ii) are equivalent as 
pseudographs, when the dots are removed, but they are not equivalent as kolam 
components. In fact, they are components in kolams of different sizes, namely 2x4 
and 2x3. The two atom components in (iii) and (iv) are equivalent as pseudographs 
but not as components of the two different 3x3 kolams because they occupy 
different positions. The figure in (v) is a Celtic knot. Even after introducing dots as in
(vi), it is not a kolam because the middle part cannot be represented by kolam tiles. 
There are a few Celtic knots that will be a kolam when dots are introduced.

Some of the sand drawings of the "sona" tradition of the Chokwe people of 

Angola (see Gerdes [2]) can be changed to kolams (Figure 3.2), after making minor 

changes. They are drawn by men to tell stories whereas kolams are drawn by 

woman for decoration.

Figure 3.2:  (a), (b) and (c) are sand drawings of the Chokwe people that are not 
kolams but with some changes they have been transformed into kolams (d), (e), (f) 
respectively. (a) is a plaited mat design, (b) is lion's stomach and (c) is chased 
chicken.

                         (i)                                              (ii)                                              (iii)

Figure 3.3:  Chokwe sand drawings that cannot be changed to kolams. (i) A 
representation of a game board  (ii) a spider  (iii) a bat

Each component of a kolam, without its dots, is an Eulerian pseudograph 

because of its 4-regularity.

.
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We will show that each kolam corresponds to a unique spanning subgraph of 

a grid graph. For this purpose, we will now recall what are grid graphs and spanning 

subgraphs.

Definition 3.2: Let m and n be positive integers greater than 1. Gmxn is a grid graph 

iff Gmxn is the cross product of two paths of lengths (m-1) and (n-1). 

For convenience, it is often represented by an (m-1)x(n-1) rectangular array of 

contiguous squares. The mxn vertices of the squares are the vertices of Gmxn. The 

edges are the (m-1)n+m(n-1) or 2mn-m-n line segments joining the vertices (see 

Figure 3.2 (i) with m=n=3). 

Definition 3.3: H is a spanning subgraph of a graph G iff (a) V(H) = V(G) and 

(b) E(H) ⊆ E(G), with V standing for vertex set and E for edge set.  

Note that this definition implies that a graph G is itself a spanning subgraph. 

Figure 3.2:  (i) G3x3  (i)-(iv) A few spanning subgraphs of G3x3. Solid lines are edges.

Suppose that, in an mxn kolam, we draw 0, 1 or more line segments joining 

each pair of dots in two connected atoms. (The line segment goes through the 

attraction point in between.) We get a spanning subgraph of Gmxn. If you compare 

Figure 1 and Figure 3.2, the spanning subgraphs (i)-(iv) in Figure 3.2 are the 

spanning subgraphs obtained from the kolams (i)-(iv) in Figure 1 respectively by 

joining the dots, as described above. It may appear that to count the number of 

.
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kolams of size mxn, we only need to count the number of spanning subgraphs of 

Gmxn, which is in fact the size of the power set of E(Gmxn). However, that will count 

isomorphic kolams more than once. We will take up the enumeration of kolams in 

Section 5.

In Figure 2.2, the kolams in Figure 1 are shown with tiles. If we carry out the 

joining of dots described above on kolams in Figure 2,2, we get the grid graph with 

tiles (Figure 3.3).

Figure 3.3: Spanning subgraphs corresponding to kolams in Figure 3.2, with tiles. 

This gives us the idea that it is possible to have tiles that can generate spanning 

subgraphs of Gmxn. Figure 3.4 (second row) shows the possible such tiles.

Figure 3.4:  Kolam tiles are in the first row and tiles for the spanning subgraphs of a 
grid graph are in the second row. Corresponding tiles are placed one below the 
other. Attracting points on the new kind of tiles are shown, for comparison,

Given a spanning subgraph of Gmxn, we can construct a unique kolam and vice

versa (Figure 3.5).

.
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                      (i)                                                                                             (ii)                                     

Figure 3.5:  (i) A spanning subgraph of G3x4  transforms into a kolam.  (ii) The null 

spanning subgraph of G3x4 transforms into the null kolam, NK3x4.

This shows there is a one-to-one correspondence between the set of all kolams of 

size mxn and the set of all spanning subgraphs of Gmxn. We can, in fact, define mxn 

kolams in terms of spanning subgraphs of Gmxn.

Also, a kolam can be constructed with tiles that has just the attracting points 

(Figure 3.6 and 3.8 (i)). In fact, the attracting points are the essential entities in all 

the different kinds of tiles.

Figure 3.6:  Kolam tiles are in the top row. Tiles with attracting points only are 
placed below the corresponding kolam tiles.

It is possible to define somewhat different kolam tiles that have the same 

atoms but have repulsing sides instead of attracting points. For each tile in Figure 

2.1, highlight each side that does not have an attraction point and consider that 

these sides repulse the circumference to maintain its circular shape. If all four sides 

are repulsing, they maintain the atom as a dot-circle. If a side is not repulsing, then 

the circumference is attracted towards its midpoint. The same atoms are formed but 

.
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with repulsing sides instead of attracting points (Figure 3.7). When using these tiles, 

the outermost rectangular border of the contiguous rectangular array of squares 

must be considered to be consisting of repulsing sides. (See Figure 3.8)

Figure 3.7:  The kolam tiles are in the first row and the tiles with repulsing sides are 
below each corresponding kolam tile.

Suppose, we have an mxn rectangular array of contiguous squares and B be 

its rectangular border. Also, suppose we arbitrarily choose some of the sides in the 

interior of B. Then we can construct a unique kolam using the tiles with repulsing 

sides (Figure 3.8).  (Recall it is to be assumed that B consists of repulsing sides.) 

Hence, there is a 1-1 correspondence between possible choices of sides in the 

interior of B and mxn kolams.

                                 (i)                                                                                 (ii)

Figure 3.8:  (i) Constructing a spanning subgraph of G3x4 and a 3x4 kolam from a 
choice of midpoints of the sides of a rectangular array of contiguous squares.          
(ii) Using tiles with repulsing sides to construct a 3x4 kolam from a choice of 
interior sides of a rectangular array of contiguous squares.

4. Matrix representation of a kolam and the algebra of kolams

.
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Consider the attracting points that connect atoms horizontally in the mxn  

full kolam FKmxn. On the first row there will be n-1 attracting points. There are m 

such rows. Construct a (0,1)-matrix Hmx(n-1) with 1s in the relative position of the 

attracting points. For kolams that are not full kolams, some attracting points will be 

missing. Put 0s in the corresponding places. Similarly, construct the (0,1)-matrix 

V(m-1)xn for the attracting points that connect atoms vertically. The unique matrix 

ordered pair of (0,1)-matrices,  (Hmx(n-1) , V(m-1)xn) can be constructed for an mxn 

kolam. and the kolam can be recovered uniquely. For examples see Figure 4.1.

               (i)                                                    (ii)                                                   (iii)
Figure 4.1:  Some kolams and their corresponding (0,1)-matrix pairs.

It may appear that the adjacency matrix of the associated spanning subgraph 

the grid graph may be a better choice than a pair of matrices to represent a kolam. 

We will show that it is not so. For an mxn kolam the number of vertices in FKmxn is 

m(n-1) + (m-1)n = 2mn-m-n, which will be the same as the total number of entries 

in the corresponding matrix pair. The number of entries in the adjacency matrix of 

the associated spanning subgraph of Gmxn is (mn)2.

Now, for m,n greater than 1,    (mn-1)2 ≥ 1  (mn)2 ≥ 2mn > 2mn-m-n.

See also Figure 4.2

.
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      (i)                            (ii)                                    (iii)                                         (iv)

Figure 4.2:  (i) a 3x2 kolam,  (ii) the spanning subgraph of Gmxn corresponding to (i) 
with its vertices having number labels,  (iii) the adjacency matrix of graph in (ii),
(iv) the matrix pair for kolam in (i)

Let B2 be the boolean algebra (B2, +, , 0,1) with B2 = {0,1}. Let A, B, C, D be 

mxn (0.1)-matrices. 

Let    AB = C  cij = aij + bij,   AB =C  cij = aijbij,  A' = C  cij = aij ' ,

U = the mxn (0,1)-matrix with all 1s and   = the mxn (0,1)-matrix with all 0s.

Then it can be verified that the set M of mxn (0,1)-matrices will form the boolean 

algebra   (M, , , ', U, ).

Now consider the set P of all ordered (0,1)-matrix pairs with all first entries of the 

same size and all second entries of the same size. For elements in P, with A and C of 

the same size and B and D of the same size, we define

(A, B)(C, D) = (AB, CD),  (A, B)(C, D) = (AB, CD), (A, B)' = (A', B'), where the

operations on the right side of the equations are as defined earlier. 

Let us also define the matrix pair U and  in P as U = the (0,1)-matrix pair with all 1s

and   = the mxn (0,1)-matrix pair with all 0s. Then we can verify that set P forms 

the boolean algebra,  (P, , , ', U, ), where the operations are as in the right side of

.
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the equations above.

This provides operations for the algebra of kolams and related configurations.

With these operations and the one-to-oneness of between set of mxn kolams and the

associated configurations, it is possible to set up isomorphisms between them.

5. Enumeration of kolams

To carry out enumeration of non isomorphic mxn kolams, we can instead 

enumerate the non isomorphic spanning subgraphs of Gmxn. because of the 1-1 

property between them. The Polya's method [1] that results in a generating function 

will be suitable. Usually, the permutation corresponding to symmetries are 

considered and they are factored into cycles. This enables one to write down the 

cycle index. That leads to finding generating functions. Here are few results.

 Case m=2, n=3, (m≠n, non square rectangle)

f(2, 3, z) = 1 +  3z + 8z2 + 12z3 + 12z4 + 8z5 +3z6 + z7,    and   T(2, 3) = 48

T stands for the total number of non isomorphic configurations. The power of z 

indicates the number of vertices of the kolam or the number of edges (e) of the 

spanning subgraph of G2x3. The coefficients indicate the number of non isomorphic 

configurations. Shown below are non isomorphic spanning subgraphs of G2x3 for 

some values of e. 

.
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For m=n, the dots form a square. The generating function for n=2 is

g(2, z) =  1 + z + 2z2 + z3 + z4,    and   TS(2) = 6,  where TS(2) stands for the total non 

isomorphic (square) kolams of size 2x2.) 

We verify the coefficients with kolams.  Number of vertices are indicated by v.

v =         0                1                2               2               3               4

The problem of counting the number of non isomorphic spanning subgraphs of Gmxn

can be considered as one of counting the reversible arrangements of beads of two 

colors (white and black). The counting of two color one dimensional such 

arrangements of beads (1xn case) has been solved by Losanitch [5] in his research of

chemical structures.

7. Kolam and its relations to knots and links

Though I had presented some preliminary results in this area at the 

conference, presentation is not being considered till more complete results are 

obtained.

.
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Introduction to Graph Pebbling and Rubbling

Nándor Sieben

Northern Arizona University

Abstract

A graph pebbling move removes two pebbles from a vertex of a graph and adds one pebble
to an adjacent vertex. In graph rubbling an additional move is allowed that adds a pebble at a
vertex after the removal of one pebble each at two adjacent vertices. A vertex is reachable if a
pebble can be moved to the vertex using pebbling/rubbling moves. We study the reachability of
vertices under di�erent requirements. After a short introduction to pebbling, the known results
about rubbling are summarized.

1 Graph pebbling

Graph pebbling was originally used as a method for solving a number theory conjecture of Erd®s
and Lemke. Starting points to the now large literature can be found in [9, 10] and in the more
recent [11]. The friendly web page [8] contains many de�nitions, results, and a large collection of
printable articles. A database of pebbling numbers is available at [18].

1.1 Introduction

Graph pebbling is a simple model for the transfer of consumable resources. Let's consider a country
where old trucks are plentiful but fuel is scarce. Fuel is stored in unit barrels and transporting a
barrel from one city to a neighboring city consumes one barrel of fuel. The transfer of a barrel is
depicted in the following �gures:

before transfer during transfer after transfer

Note that the number of fuel barrels has been decreased during the transportation since the fuel
was converted to smoke. We now give a more formal de�nition.

De�nition 1.1. Let u and v be adjacent vertices of a graph with vertex set V . A pebbling move
(v�u) removes two pebbles at v and adds a pebble at u.

A pebbling move changes the pebble distribution p : V → N. The resulting pebble distribution
p(v�u) : V → N satis�es p(v�u)(v, u, ∗) = (p(v)− 2, p(u) + 1, p(∗)).

Example 1.2. An example of a pebbling move is shown below:

1
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p(v, u) = (2, 0) p(v�u)(v, u) = (0, 1)

v u
•• • (v�u)

 v u
•

before pebbling move after pebbling move

De�nition 1.3. The pebbling number of a graph G is the minimum number π(G) of pebbles in a
pebble distribution that makes any vertex reachable, no matter how the pebbles are placed on the
vertices.

Example 1.4. The �rst �gure below shows a pebble distribution with 4 pebbles from which vertex
x is not reachable. The second �gure shows that an additional pebble on vertex w makes vertex
x reachable. It is easy to see that every vertex is reachable from any pebble distribution with 5
pebbles, and so the pebbling number of the graph is π(G) = 5.

x

u

v w

•

•••

X

u

v w

•

••••

We present the pebbling numbers of some basic graph families.

Proposition 1.5.

1. π(Pn) = 2n−1

2. π(Kn) = n

3. π(Wn) = n

4. π(Km,n) = m+ n

5. π(Qn) = 2n

6. π(Petersen) = 10

We have some trivial and some more involved bounds on the pebbling number.

Proposition 1.6. Let G be a graph, d be the diameter of G, n be the number of vertices of G, and
γ(G) be the domination number of G. Then

1. n ≤ π(G)

2. 2d ≤ π(G)

3. [3] π(G) ≤ (n− d)(2d − 1) + 1

4. [3] π(G) ≤ (n+ 2γ(G))2d−1 − γ(G) + 1

1.2 The No Cycle Lemma

We formalize the intuition that moving pebbles around in a circle is not helpful for reaching vertices.

De�nition 1.7. Let G be a graph with vertex set V . The transition digraph of a pebbling sequence

(multiset) on G has vertex set V . Every pebbling move (v�u) adds an arrow v u to the
transition digraph. A pebbling sequence (multiset) is acyclic if there is no cycle in the transition
digraph.

Lemma 1.8 (No Cycle). The following are equivalent:
1. Vertex v is reachable from the pebble distribution p.

2. There is a multiset S of moves such that pS ≥ 1{v}.

3. There is an acyclic multiset R such that pR ≥ 1{v}.

2
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4. Vertex v is reachable from p through an acyclic rubbling sequence.

Note that 1{v} : V → {0, 1} is the indicator function. Condition pS ≥ 1{v} says that pS is a
pebble distribution (pS ≥ 0), and S moved a pebble to vertex v (pS(v) ≥ 1).

The No Cycle Lemma shows that we do not have to worry about the ordering of the pebbling
moves in a pebbling sequence. If the resulting pebble function is actually a pebble distribution,
then an appropriate ordering of the pebbling moves exists.

1.3 Tree graphs and cycle graphs

The length sequence of a path partition of a tree is the decreasing �nite sequence built from the
lengths of the paths in the partition. We order path partitions using the lexicographic order on
their length sequences.

Proposition 1.9 ([4]). If (p1, . . . , pm) is the length sequence of a maximum path partition for a tree
T , then

π(T ) =
m∑
i=1

2pi −m+ 1.

Example 1.10. The length sequence of the maximum path partition {{x, a, b, c, d, e}, {b, g, h}, {c, f}}
of the tree T below is (5, 2, 1). Hence

π(T ) = (25 − 1) + (22 − 1) + (21 − 1) + 1 = 36.

The �gure shows a pebble distribution with 35 pebbles from which vertex x is not reachable.

xabcde

f g

h

31•

3•

•

Proposition 1.11 ([15]). The pebbling number of the cycle graphs are

π(C2k) = 2k and π(C2k+1) = 2

⌊
2k+1

3

⌋
+ 1.

Example 1.12. The �gure below illustrates that the pebbling number of the cycle graph C5 is
π(C5) = 5. The arrows represent the arrows in the transition digraph of a pebbling sequence that
reaches vertex x.

x

◦

◦ ◦

◦

••• •

X

◦

◦ ◦

◦

•••• •

X

◦

◦ ◦

◦

••• ••

X

◦

◦ ◦

◦

••• •

•
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1.4 Graham's Conjecture

The following generated a lot of interest.

Conjecture 1.13 (Graham). Every product graph G�H satis�es π(G�H) ≤ π(G)π(H).

Example 1.14. The �gure below shows C3 and C3�C3. Graham's conjecture holds since

π(C3�C3) = 9 ≤ 9 = 3 · 3 = π(C3)π(C3).

x

◦ ◦• •

x

◦

◦

◦

◦

◦

◦

◦ ◦
•

•

•

•

•

•

• •

C3 C3�C3

x is not reachable

Graham's Conjecture has been veri�ed for many graph families. An important tool in these
investigations is the 2-pebbling property. The following graph does not have the 2-pebbling property.

Example 1.15. The Lemke graph L, shown below, is the smallest feasible counterexample for Gra-
ham's Conjecture. Unfortunately L�L is a bit large for computer aided pebbling experimentation.
Note that π(G) = 8.

◦

◦

◦

◦

◦

◦

◦

◦

1.5 The t-pebbling number

In a larger emergency we may want to transfer more than one barrels of fuel to a given location.

De�nition 1.16. The t-pebbling number of a graph G is the minimum number πt(G) of pebbles in
a pebble distribution that makes any vertex reachable with t pebbles, no matter how the pebbles
are placed on the vertices.

Proposition 1.17 ([4]). If (p1, . . . , pm) is the length sequence of a maximum path partition for T ,
then

πt(T ) = t

m∑
i=1

2pi −m+ 1.

Example 1.18. The t-pebbling number of the wheel graph W5 is

πt(W5) =

{
5, t = 1

4t, t ≥ 2.

The �gures below show the pebble distributions that give the lower bound for t ∈ {1, 2}.

4
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x ◦

◦◦

◦

•

••
•

x ◦

◦◦

◦

7•

t = 1 t = 2

Theorem 1.19 ([7]). There is a t0 such that the function t 7→ πt(G) is linear for t ≥ t0.

Question 1.20. Is it true that πt(G) is the maximum of a few functions that are linear in t, that
is, πt(G) = max{a1 + b1t, . . . , ak + bkt}?

1.6 Optimal pebbling

In a well organized country, scientists work hard to store the fuel reserves at the best locations to
minimize the size (and the cost) of the reserve.

De�nition 1.21. The optimal pebbling number of a graph G is the minimum number of pebbles
πopt(G) in a well-chosen pebble distribution from which any vertex is reachable.

Example 1.22. The �gure below shows optimal pebble distributions.

◦ ◦ ◦ ◦ ◦ ◦•• •• ◦ ◦ ◦ ◦ ◦ ◦ ◦•• •• •

πopt(P6) = 4 πopt(P7) = 5

Now we present the optimal pebbling numbers of some basic graph families.

Proposition 1.23.

1. [15] πopt(Pn) = d2n3 e
2. [2] πopt(Cn) = d2n3 e
3. πopt(Kn) = 2

4. πopt(Wn) = 2

5. πopt(Km,n) = 3

6. πopt(Petersen) = 4

1.7 Cover pebbling

Every town might need fuel at the same time in a large emergency.

De�nition 1.24. The cover pebbling number of a graph G is the minimum number πcov(G) of
pebbles to make any vertex reachable at the same time, no matter how the pebbles are distributed
on the vertices.

Example 1.25. The cover pebbling number of the P3 is πcov(P3) = 7. The �gure below shows a
distribution that proves the lower bound on the cover pebbling number.

◦ ◦ ◦6•

Note that all the pebbles are on a single vertex. This in no accident. The following Stacking
Theorem is one of the most important results about cover pebbling.

Theorem 1.26 ([20]). The largest unsolvable pebble con�gurations contain every pebble on a single
vertex.

5
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1.8 Computational complexity

Theorem 1.27 ([14]). Deciding whether a vertex is reachable from a given con�guration is NP-
complete. Deciding whether π(G) ≤ k is ΠP

2 -complete.

2 Graph rubbling

The theory of graph rubbling is much less developed than the theory of pebbling. Most of the
pebbling results are waiting to be transformed into rubbling results. Rubbling results are sometimes
easier and other times are harder than their pebbling versions. All the known results about rubbling
are in [1, 5, 16, 17, 13, 12]. An informal guide is available at [19].

2.1 Introduction

In graph rubbling an additional transfer option is available. Smaller trucks now can transport half
a barrel of fuel while burning only half a barrel. Two of these can be used to �ll a full barrel at the
destination town. The transfer of a barrel is depicted in the following �gures.

before transfer during transfer after transfer

We now give a more formal de�nition.

De�nition 2.1. Let v and w be vertices adjacent to vertex u in a graph with vertex set V . A strict
rubbling move (v, w�u) removes one pebble each at vertices v and w, and adds a pebble at u. A
rubbling move is a pebbling move or a strict rubbling move.

A strict rubbling move changes the pebble distribution p : V → N. The resulting pebble
distribution p(v,w�u) : V → N satis�es p(v,w�u)(v, w, u, ∗) = (p(v)− 1, p(w)− 1, p(u) + 1, p(∗)).

Example 2.2. An example of a strict rubbling move (v, w�u) on the pebble distribution p is shown
below:

v

w

u

•

•

v

w

u
•

p(v, w, u) = (1, 1, 0)
(v,w�u)
 p(v,w�u)(v, w, u) = (0, 0, 1)

De�nition 2.3. The rubbling number of a graph G is the minimum number ρ(G) of pebbles in a
pebble distribution that makes any vertex reachable, no matter how the pebbles are placed on the
vertices.

Example 2.4. The �rst �gure shows a pebble distribution with 3 pebbles from which vertex x
is not reachable. The second �gure shows that an additional pebble on vertex w makes vertex x
reachable. It is easy to see that every vertex is reachable with any pebble distribution with 4 pebbles
and so the rubbling number of the graph is ρ(G) = 4.

6

.



.

x

u

v w
•••

X

u

v w

•

•••

We present the pebbling numbers of some basic graph families.

Proposition 2.5.

1. ρ(Pn) = 2n−1

2. ρ(Kn) = 2

3. ρ(Wn) = 4

4. ρ(Km,n) = 4

5. ρ(Qn) = 2n

6. ρ(Petersen) = 5

Note that unlike in the pebbling case, ρ(G) can be smaller than the number of vertices in the
graph.

We have the following bounds on the rubbling number.

Proposition 2.6. If d is the diameter of G, then
1. ρ(G) ≤ π(G)

2. 2d ≤ ρ(G)

3. ρ(G) ≤ (n− d+ 1)(2d−1 − 1) + 2

Question 2.7. What property of G makes π(G) = ρ(G)?

Question 2.8. What can we say about the spectrum of rubbling numbers? In particular, are there
any gaps in the spectrum?

2.2 No Cycle Lemma

The No Cycle Lemma holds for rubbling, but we need to adjust the de�nition of the transition
digraph.

De�nition 2.9. Let G be a graph with vertex set V . The transition digraph of a rubbling sequence

(multiset) on G has vertex set V . Every pebbling move (v, v�u) adds the arrows v u . Every

strict rubbling move (v, w�u) adds the arrows v wu . A rubbling sequence (multiset) is
acyclic if there is no cycle in the transition digraph.

Lemma 2.10 (No Cycle). The following are equivalent:
1. Vertex v is reachable from the pebble distribution p.

2. There is a multiset S of moves such that pS ≥ 1{v}.

3. There is an acyclic multiset R such that pR ≥ 1{v}.

4. Vertex v is reachable from p through an acyclic rubbling sequence.

2.3 Tree graphs and cycle graphs

Theorem 2.11. If (p1, . . . , pm) is the length sequence of a maximum path partition for a tree T ,
then

ρ(T ) = 2p1 +

m∑
i=2

2pi−1 −m+ 1

7
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Example 2.12. The length sequence of the maximum path partition of the tree T below is (5, 2, 1).
Hence

ρ(T ) = (25 − 1) + (21 − 1) + (20 − 1) + 1 = 33

xabcde

f g

h

31•

•

Theorem 2.13. The rubbling number of the cycle graphs are

ρ(C2k) = 2k and ρ(C2k+1) =

⌊
7 · 2k−1 − 2

3

⌋
+ 1.

Example 2.14. The �gure below illustrates that the rubbling number of the cycle graph C5 is
ρ(C5) = 5. The arrows represent the arrows in the transition digraph of a rubbling sequence that
reaches vertex x.

∗

◦

◦ ◦

◦

••• •

∗

◦

◦ ◦

◦

•••• •

∗

◦

◦ ◦

◦

••• ••

2.4 Graham's Conjecture

The rubbling version of Graham's Conjecture is not true.

Example 2.15. We have ρ(C3�C3) = 5 > 4 = 2 · 2 = ρ(C3)ρ(C3). The �gures below show the
pebble distributions that prove the lower bounds on the rubbling numbers.

x

◦

◦

◦

◦

◦

◦

◦ ◦

•••

•

x

◦ ◦•
C3�C3 C3

x is not reachable

2.5 The t-rubbling number

There is very little known about the t-rubbling number.

De�nition 2.16. The t-rubbling number of a graph G is the minimum number ρt(G) of pebbles in
a pebble distribution that makes any vertex reachable with t pebbles, no matter how the pebbles
are placed on the vertices.

8
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Proposition 2.17. If (p1, . . . , pm) is the length sequence of a maximum path partition for T , then

ρt(T ) = t2p1 +

m∑
i=2

2pi−1 −m+ 1.

Conjecture 2.18. The t-rubbling numbers of the cycle graphs are

ρt(C2k+1) =
2k−17 + (−1)k

3
+ (t− 1)2k and ρt(C2k) = t2k.

Question 2.19. What are the t-rubbling numbers of other simple graph families?

The following is almost certainly a consequence of the result of [7].

Conjecture 2.20. There is a t0 such that the function t 7→ ρt(G) is linear for t ≥ t0.

Question 2.21. Is there a t0 that works for all G?

Question 2.22. Is there a graph G with diameter d for which t 7→ ρt(G)− 2dt is not a decreasing
function? It is very likely decreasing for t not smaller than the number of vertices.

The pebbling version of the following is considered in [6].

De�nition 2.23. The t-target rubbling number of G is the minimum number ρ(G, t) of pebbles in
a pebble distribution that makes any goal distribution with t pebbles reachable, no matter how the
pebbles are placed on the vertices.

Question 2.24. Do we have ρ(G, t) = ρt(G) for all G and t?

2.6 Optimal rubbling

An important tool for �nding optimal pebble distributions is smoothing where we try to distribute
too many pebbles on a single vertex to neighboring vertices while not loosing the reachability of
any vertex. Integer programming is also often useful.

De�nition 2.25. The optimal rubbling number of a graph G is the minimum number of pebbles
ρopt(G) in a well-chosen pebble distribution from which any vertex is reachable.

Example 2.26. The �gure below shows optimal pebble distributions.

◦ ◦ ◦ ◦ ◦ ◦• • • • ◦ ◦ ◦ ◦ ◦ ◦ ◦• • • •

ρopt(P6) = 4 ρopt(P7) = 4

Now we present the optimal rubbling numbers of some basic graph families.

Proposition 2.27.

1. ρopt(Pn) = dn+1
2 e

2. ρopt(Cn) = dn2 e
3. ρopt(Kn) = 2

4. ρopt(Wn) = 2

5. ρopt(Km,n) = 3

6. ρopt(Petersen) = 4

Proposition 2.28. [12] The optimal rubbling number of the ladder is

ρopt(P3k+r�P2) = 2k + 1 + dr
3
e.

9
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Question 2.29. What are the optimal rubbling numbers ρopt(Pn�Pm) and ρopt(Cn�Cm)?

Question 2.30. What is the pebble to vertex ratio in an optimal pebble distribution on the in�nite 2-
dimensional grids (triangular, rectangular, hexagonal) and on the in�nite 3-dimensional rectangular
grid?

Question 2.31. How does optimal rubbling change if we only allow strict rubbling moves?

Question 2.32. Does the optimal rubbling version of Graham's conjecture hold? The answer is
most likely yes. It does hold for optimal pebbling.

2.7 Cover rubbling

The following probably can be shown simply following [20].

Conjecture 2.33. The cover pebbling and cover rubbling numbers are the same for all graphs. The
Stacking Lemma remains true for rubbling.

2.8 Computational complexity

Proposition 2.34. The decision problem whether a vertex is reachable from a given con�guration
is NP-complete.

Conjecture 2.35. Deciding whether ρ(G) ≤ k is ΠP
2 -complete.

A natural approach for a proof would be to use the corresponding pebbling results.

Question 2.36. How can we reduce pebbling to rubbling?
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1 Introduction

We introduce a homomorphic image of finitely generated (free abelian)-by-
(infinite cyclic) groups with nice computational properties.

2 Background

Throughout, G will be a finitely generated group. Let σ ∈ Aut(G) be of
infinite order.

Definition 1. Let G be a group, N / G, and G/N ∼= Z. THen G is an
infinite cyclic extension of N . If G/N is generated by t, then t induces an
automorphism σ on N . We write G ∼= N oσ Z.

Suppose G is free abelian on d ≥ 2 generators, σ ∈ Aut(G) of infinite
order, and Γ ∼= G oσ Z. The action of σ on G can be represented by a
matrix A ∈Md(Z). Since σ is of infinite order, A has an eigenvalue λ which
is not of magnitude 1. Letting {x1, . . . , xd} be a Jordan basis for A, we
have

A =


∗ ∗ 0

. . . . . .
. . . ∗

0 λ


where xσd = λσ. Further, xd has the following property: if 1 ≤ k ≤ d and
σ(xk) =

∑
akjxj, then αkd 6= 0 =⇒ k = d.

We define the homomorphism φ as follows. Let G = 〈g1, g2, . . . , gd〉,
and for each i, write gi = α

(i)
1 x1 + · · ·+ α

(i)
d xd. Let Γ = Goσ Z, and define

φ : Γ→ Γ by git
k 7→ (α

(i)
d )tk.

1

.
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We now describe the significance of the homomorphism. Let M be the
Z[λ, λ−1]−module generated by {α(1)

d , . . . , α
(d)
d }. Since

λd + cd−1λ
d−1 + · · ·+ c1λ+ 1 = 0,

M is a finitely generated Z−module, generated as a module by

{α(i)
d λ

j | 1 ≤ i ≤ d, 0 ≤ j < d}

over Z. Thus Γ = {(α)tk | α ∈M,k ∈ Z}.
Consider the special case λ ≥ 2. Set a = (α)tk, b = (β)tm ∈ Γ̄. Define

a < b if k < m or (k = m and α < β).

Lemma 2. If a, b are as above, a < b, and u ≤ v, then au < bv and
ua < vb.

Lemma 3. If a, b are as above, then either a, b commute or 〈a, b〉 freely
generate a free noncommutative group.

Lemma 4. If a, b are as above, then ab = ba ⇐⇒ k = m = 0 or a = ck

where b = cm for some c ∈ Γ̄.

Taking stock, under the assumption γ ≥ 2 we have found a totally
ordered subgroup of a (free abelian)-by-(infinite cyclic) group in which
every pair of elements either commutes or freely generates a free semigroup.
The next step is to generalize on γ.

Lemma 5. Suppose λ > 1. Choose k ∈ Z such that λk ≥ 2. Then for
any pair a, b ∈ Γ̄, without loss of generality ak, b commute or ak, b freely
generate a free semigroup.

We can generalize our group G to any group which embeds in GLn(Z).

3 Application to growth

LetG be a finitely generated group, generated by S, |S| <∞. It is standard
to assume that S contains the inverses of each of its elements. We define
Sn to be products of length at most n in S. Define λG,S : G → Z≥0 by
λ(g) = mink{g ∈ Sk}, that is, the length of a minimal length word in S
which is equal to g. By convention λ(e) = 0. We define the growth function
depending on G and S by γG,S(n) = {g ∈ G |λ(g) ≤ n}. A group has many
generating sets, but it turns out that asymptotic growth does not depend
on the chosen generating set. That is, if γS(n) is bounded by a polynomial,
then so is γT (n) (and of the same degree) for any other generating set T of
G. Likewise, if γS(n) is exponential, so is γT (n) for any other generating
set T of G.
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The subject of growth in groups introduced independently by Schwarz
and Milnor [8, 7]. It is a classic result that G has polynomial growth if and
only if G virtually nilpotent [7, 10].

Gromov defined the concept of uniform exponential growth [5]: G has
uniform exponential if

inf
S

(
lim
n
γS(n)1/n

)
> 1

where the infimum is taken over all generating sets S of G. That is, G
is exponential, and the constant base of exponential growth is bounded
away from 1 as one ranges over all generating sets of G. Clearly the condi-
tion is stronger than exponential growth. Gromov asked if it was properly
stronger, that is, whether there exists a group of exponential but not uni-
form exponential growth.

Some examples of groups of uniform exponential growth include free
group on at least two letters [5], polycyclic groups which are not polynomi-
ally bounded [1], and linear groups over a field of any characteristic which
are not polynomially bounded [2]. Wilson constructed a counterexample
to the general case of Gromov’s question [9].

The standard technique of demonstrating uniform exponential growth
is to find in boundedly many steps (with the number of steps independent
of the chosen generating set) a pair of free generators of a free semigroup.
The author uses the homomorphic image described in Section 2, then, to
find free semigroups in boundedly many steps [3].
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